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Abstract

Biological invasions are a severe ecological problem threatening biodiversity and causing substantial economic damages. Mathematical models of spatiotemporal spread have proven to be powerful tools in identifying the underlying mechanisms, thus contributing to the understanding of the factors that determine invasion processes and to the assessment of possible control methods. In this thesis, classical models are extended to combine spatial spread, population growth, disease transmission and community interactions. Applications are exemplarily found in the circulation of the Feline Immunodeficiency Virus (FIV) – an HIV-similar lentivirus that induces AIDS in cat populations – and in viral infections in phytoplankton that forms the basis for all food chains and webs in the sea. The joint interplay of epidemics, predation and environmental stochasticity in invasion models is shown to generate rich and novel patterns of spatiotemporal spread such as the blocking and reversal of invasion fronts or the spatial ‘trapping’ of infection as well as its noise-induced escape. The results of this thesis can explain real-world phenomena and have important implications for understanding and controlling invasion processes in ecosystems and epidemiology.
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Chapter 1

Introduction

1.1 General introduction

Biological invasions are rapidly increasing worldwide. They are a major cause of species extinctions and economically expensive (Clavero and García-Berthou, 2005; Simberloff et al., 2005). Alien invaders are responsible for the loss of biodiversity by outcompeting indigenous species and catastrophically damaging natural ecosystems (Lassuy, 1995; Sala et al., 2000). Infectious diseases threaten human health and are estimated to cause more deaths than wars and starvation. Pathogens and parasites threaten in many cases the persistence of animal and plant populations, which moreover may act as disease-vectors to humans. In US agriculture, damages caused by pests in crops and implemented control measures are estimated to cost US-$ 137 billion per year (Pimentel et al., 2000). The spread of genetically modified organisms and bio-engineered species as well as the potential misuse of alien invaders as weapons in bioterrorism have to be carefully assessed. The prospect of bacteria developing resistance against all available anti-biotics is highly terrifying.

In short, biological invasions are one of the most severe ecological problems. Unlike air and water pollution, biological invasions have an irreversible character for the simple fact that alien organisms reproduce. As an inevitable side effect of globalisation, they will become more and more relevant. The global trade and the accidental transport of non-indigenous species in ships and planes increase dramatically. Many human diseases have their origin in close contact between people and animals.

Consequently, there is a pressing need to better understand invasion processes (Vander Zanden, 2005). There is some ongoing effort from a more empirical point of view to assess the invasibility of ecosystems as well as which species may become invasive and which risk they pose (e.g. Ehrlich, 1986; Crawley, 1987; Mack et al., 2000; Heger and Trepl, 2003; Andersen et al., 2004). Nonetheless, tools are urgently needed to forecast future invader spread (Clark et al., 2001a) and to evaluate the worthiness of prevention effort (Leung et al., 2002). In particular, it has also to be taken into account that biological control is a difficult task and even may emerge as a risky affair (Simberloff and Stiling, 1996a,b; Courchamp et al., 1999b; Collier and Van Steenwyk, 2004; Hajek, 2004; Simberloff et al., 2005). In order to predict the course of invasions and implement
striking control measures, however, it is necessary to understand the mechanisms and dynamics underlying biological invasions.

Mathematical modelling is an effective and essential tool to quantify the spatiotemporal spread and to reveal the fundamental “laws” that determine the fate of invasions. All the underlying biological factors act on different spatial and temporal scales. This heterogeneity induces mathematical difficulties, both from analytical and numerical point of view. Though much progress has been made in the last few years in identifying spread patterns, cf. mini-review 1.3 below, many aspects of considerable interest remain obscure.

Reaction-diffusion models have been successfully applied to explain the constant range expansion of invasive species (Fisher, 1937; Kolmogorov et al., 1937; Skellam, 1951). Within this modelling framework, the reaction terms describe the local population growth and the diffusion term the spatial spread. However, the interplay with other aspects from, e.g., ecology and epidemiology has not been properly and fully addressed yet. Hence, the challenge is to combine modelling approaches from different fields and to unify them. This allows to investigate the impact of additional factors on the invasion process. For instance: How do pathogens affect the fate of invasive species and can they stop the invasion of their host population? How does invasion take place when the invader is subject to a predator-prey relationship? What are the consequences, when the prey and/or the predator species are infected with a disease? This thesis sheds light on the following aspects as well as their joint interplay:

- spatial spread,
- more complicated population growth exhibiting a strong Allee effect, i.e., negative growth rate at small densities,
- epidemiology,
- trophic interactions of prey-predator type and
- environmental stochasticity.

In particular, the role of infectious diseases will be investigated. On the one hand, the spatial spread of epidemics and endemics is interesting in itself. On the other hand, the influence of introduced diseases on invading host populations is largely unknown yet. This thesis demonstrates that epidemiological aspects as well as the other above mentioned factors can significantly modify the spatiotemporal spread patterns of species. Invaders do not necessarily propagate with an average constant speed – they can be stopped, trapped, eradicated or slowed-down. Moreover, their spread can be patchy or occur as spiral waves.

Biological invasions can thus take place in a much more complicated manner than previously expected. The main contribution of this thesis is probably to highlight that the incorporation of additional, realistic factors enriches the patterns of spatiotemporal spread in a complex variety. This has, in its immediate turn, severe consequences for the design of monitoring and management strategies. The ultimate aims of this thesis are to contribute to the

- development and adaptation of methods that can deal with the related mathematically difficulties,
1.) Introduction

- identification of spatiotemporal spread patterns and their relation to the underlying mechanisms,

- improvement of the understanding of invasion processes,

- elucidation of possible forecast and control methods and

- development of a unified theory of biological invasions.

There are numerous examples of biological invasions, see for instance the classical book by Elton (1958) and, more recently, Hengeveld (1989); Drake et al. (1989); Williamson (1996); Shigesada and Kawasaki (1997); Mack et al. (2000); Pimentel (2002); Courchamp et al. (2003); Kowarik (2003); Capdevilla-Argüelles and Zilletti (2005); Jeschke and Strayer (2005) and Snow et al. (2005). Why does this thesis concentrate on the role of infectious agents within bioinvasions? Infectious diseases are themselves prominent examples of invasions and continue to (re-)emerge even in modern times. The recent SARS outbreak clearly underlines the relevance and the need to understand the underlying mechanisms. Other recent epidemics such as AIDS, tuberculosis and malaria are responsible for the death of estimated 3 million, 2 million and 1 million people per year, respectively. Epidemics in history wiped out a quarter of the European population (Black Death, 14th century), half of the indigenous population of the Aztecs (smallpox, 15th century) and even 20 million people in Europe in 1918/19 (Spanish flu). Still, also today’s influenza strains are expected to cause severe epidemics. Reported cases of infectious diseases in animal populations, e.g. BSE, foot-and-mouth diseases, classic swine fever and avian flu, do not only threaten our livestock – there is also an almost instantaneous response at the stock markets. Moreover, the consequences for human health are still not fully understood.

Two different fields of applications will be addressed, one being situated in a terrestrial ecosystem and one in an aquatic ecosystem. The first one deals with the spatiotemporal spread of an infectious disease in a mammal population, namely the Feline Immunodeficiency Virus (FIV) within populations of domestic cat (*Felis catus*, L.). The cat host population serves as a very suitable example of a harmful invader, because of which the impact of FIV on the invasion process is investigated as well. Recent studies indicate that pathogens and parasites play a major role in invasion biology (e.g. Keane and Crawley, 2002; Torchin et al., 2002; Mitchell and Power, 2003; Torchin et al., 2003; Lee and Klasing, 2004; Prenter et al., 2004).

The second case study deals with models of marine food chains, incorporating viral infection, diffusion and environmental noise. Just as in the previous example, the understanding of the role of infection is still at the beginning, but there is increasing evidence that marine viruses may exert control of oceanic life (e.g. Fuhrman, 1999). The focal phytoplankton-zooplankton community forms the basis for all other food webs in the sea and naturally occupies a central position in not only the marine but also in the global ecosystem functioning. Thus, the understanding of how viral infections may influence the plankton distribution and algal blooms is of considerable interest.
1.2 Outline

This thesis consists of two parts. In the first one, a two-component model for the spatiotemporal spread of an infectious disease (FIV) within cat populations is investigated. The second one deals with viral infections of phytoplankton in a prey-predator community, giving rise to three-component models.

First, it is focused on the spatial spread of an infectious disease in a terrestrial ecosystem. Therefore, a model for the circulation of a retrovirus within mammals, namely the Feline Immunodeficiency Virus (FIV) in domestic cat populations, is extended to a reaction-diffusion system, in which the diffusion describes the random dispersal of the cats (cf. Skellam, 1951; Okubo, 1980; Okubo et al., 1989). FIV induces what is called “cat-AIDS”, i.e., infected animals suffer loss of their immune defence. Since the time to disease-induced death is rather long, the host population reproduction has to be taken into account. This has been done by assuming logistic growth (Courchamp et al., 1995a).

There are biological reasons that might induce a strong Allee effect, i.e. negative growth for small densities. For instance, such a growth rate can be caused by difficulties in finding mating partners, genetic inbreeding, demographic stochasticity or a reduction in cooperative interactions, see Dennis (1989); Courchamp et al. (1999a); Stephens et al. (1999) and Stephens and Sutherland (1999). Therefore, the FIV model is extended to incorporate a generalized strong Allee effect. The impact of an Allee effect in models of infectious diseases is largely unexplored, probably due to the fact that the historical development started with models assuming a constant population size (e.g. Kermack and McKendrick, 1927). For a more extensive introduction into epidemiological modelling, see the corresponding mini-review 1.4 below.

As it turns out, the joint interplay of the disease and the Allee effect has considerable impact upon both the host population and the transmission dynamics. Host population extinction can be observed as well as endemics, epidemics and the eradication of the disease. Moreover, the Allee effect induces bistability. Additionally accounting for spatial diffusion, travelling infection waves emerge when the disease is introduced in an established host population. However, if the initial conditions are finite for both the disease and the host population, i.e., the host itself invades empty space, then spatiotemporal dynamics such as travelling pulses and spatially restricted epidemics can be observed. Moreover, the effect of spatial heterogeneity is exemplarily investigated.

Computer simulations show that the disease has the potential to reverse the invasion front of the host population. This is of considerable interest from a management point of view (cf. Fagan et al., 2002). FIV has been proposed as a biocontrol agent (Courchamp and Sugihara, 1999; Courchamp and Cornell, 2000), because cats belong to the worst invasive species. In particular, they threaten native bird species on oceanic islands where the cats have been introduced as alien species, e.g. in order to prey upon rodents. From this point of view, the invading host population, i.e. the cat, is a pest which is aimed to be controlled by the introduction of FIV. The second chapter in the first part of the thesis is thus devoted to an analytical investigation by means of travelling wave approaches, in order to derive conditions when the host invasion can be reversed, stopped or slowed down. The eventual extinction of the invading host might explain the phenomenon of invasion crashes, i.e., successfully invading populations suddenly collapse. Pathogens and parasites are frequently invoked to be
responsibility, but evidence was thus far lacking (Simberloff and Gibbons, 2004). Recessive invasion fronts are also referred to as waves of extinction, because the invasion would be stable in the absence of the disease. Similar dynamics have been observed in models of sterile insect release (Lewis and van den Driessche, 1993) and prey-predator communities (Owen and Lewis, 2001; Petrovskii et al., 2005c).

The second part deals with a series of models which are based upon a prey-predator system of phytoplankton-zooplankton interaction. Models of this type have been successful in understanding algal blooms and plankton patchiness, i.e., the spatially highly inhomogeneous distribution of plankton species, see for instance Medvinsky et al. (2002), Malchow et al. (2003) as well as the mini-review 1.6 below. Phytoplankton plays a key role in ecosystem functioning. It is the basis for all food chains and webs in the sea. Moreover, it produces half of the oxygen needed by mankind and absorbs half of the carbon dioxide that may otherwise contribute to global warming. Suttle et al. (1990) have shown that marine viruses can infect bacteria and phytoplankton. There is increasing evidence, that viral infections might play a major role in aquatic ecosystems (cf. Fuhrman, 1999), but modelling approaches are just at the beginning (see the related mini-review 1.7).

The first chapter in the second part starts with focusing on lysogenic infection, i.e., viruses integrate their genome into the host cell’s genome. When the host cell reproduces and duplicates its genome, the viral genome is duplicated, too. For modelling purpose, the phytoplankton is split into a susceptible and an infected part, both of which grow logistically with a common carrying capacity. Zooplankton is a predator grazing on both susceptible and infected phytoplankton. The local analysis yields a number of stationary and/or oscillatory regimes. The spatiotemporal behaviour is modelled as well. The diffusion now describes the eddy diffusion (e.g., Okubo, 1980; Okubo and Levin, 2001). A rich variety of dynamics can be observed, including spiral waves, dynamical stabilization of locally unstable equilibria as well as the “trapping” of infected phytoplankton. The latter occurs for initial conditions with finite patches of susceptible phytoplankton ahead of infected phytoplankton ahead of zooplankton.

Furthermore, the impact of environmental stochasticity is taken into account, which is modelled as multiplicative noise with stochastic partial differential equations (García-Ojalvo and Sancho, 1999; Allen et al., 2003; Anishenko et al., 2003). Their numerical treatment requires sophisticated algorithms. By way of common experience, the following choice of methods proved to be successful. The diffusion terms are integrated using the semi-implicit Peaceman-Rachford alternating direction scheme (Peaceman and Rachford Jr., 1955; Thomas, 1995). For the interactions and the Stratonovich integral of the noise terms, the explicit Euler-Maruyama scheme is applied (Maruyama, 1955; Higham, 2001; Kloeden et al., 2002). It turns out that noise can enhance the survival and spread of susceptibles and infected when they respectively would go extinct in a deterministic setting. Moreover, the noise also enhances the spread of infected when they would be “trapped” in a deterministic environment.

While the first chapter of this part models predator grazing with functional response of Holling-type II, the next chapter assumes a Holling-type III functional response. The local model thus becomes excitable, i.e., small perturbations can lead to a long-lasting course through the phase space before relaxation. This has been introduced by Truscott and Brindley (1994b) to model phytoplankton
blooms. In the stochastic spatially extended model, the noise can induce local blooms of both susceptible and infected phytoplankton.

The next chapter returns to Holling-type II predation and provides a mathematical and numerical analysis of the local model for both lysogenic and lytic infection. Lysis leads to the destruction of the host cell as a consequence of infection. Particularly, the existence as well as the sudden disappearance of a mathematically interesting continuum of nontrivial solutions are shown. The equilibria on this continuum line are degenerated and undergo a fold-Hopf (zero-pair) bifurcation (Kuznetsov, 1995; Nicolis, 1995). The exact conditions for the existence of this solution continuum are probably nearly never met in nature. Instead, a strange periodic attractor emerges, which stabilizes itself after repeated torus-like oscillations.

Finally, the last chapter incorporates a transition from lysogeny to lysis into the stochastic spatiotemporal model. In nature, the lysogenic replication cycle is rather sensitive to environmental fluctuations and switches to the lytic cycle. This switch is implemented both deterministically and stochastically. While in the deterministic case a complex wavy structure appears that forms almost pinned pairs of spirals, the stochastic model disturbs the “pins” and blurs the artificially looking deterministic patterns. Thus, the arising spatiotemporal patterns look more realistic. This has also been demonstrated by Malchow et al. (2004a).

In the remaining sections of this introductory chapter, mini-reviews on the related scientific fields are given. The chapters of the following two parts are presented in a uniform style and each of the chapter has an own list of cited references. At the end of this thesis, a cohesive bibliography is given with all references from the chapters as well as the introduction and the mini-reviews.

1.3 Mini-review: Models of spatial spread and biological invasions

Biological invasions occur when species spread into environments which they have not previously occupied and become established there. Roughly, three different stages are usually distinguished: (i) the introduction of alien species into a localized domain (‘local invasion’), (ii) the growth and establishment of the alien species if the local conditions are favourable and (iii) the large-scale spread (‘global invasion’).

The last stage may lead to dramatic changes in the community structure of ecosystems. The spatial spread of species is thus of extreme importance. Most mathematical models have focused on the long-term convergence of invasion dynamics to stage (iii). The basic “ingredients” of standard invasion models are population growth and spatial spread. The seminal paper by Skellam (1951) substantially initiated theoretical studies. Investigating the invasions of muskrats (Ondatra zibethica) which had escaped from a farm near Prague, he found that their range expansion increases linearly with time, i.e., the muskrats spread at a constant rate. He proposed a reaction-diffusion model with exponential growth, which successfully reproduces the observed spread pattern. The Skellam model thus became a paradigm in modelling biological invasion.

Actually, the Skellam model is a special case of the Fisher model (1937).
Fisher proposed a reaction-diffusion model with logistic growth as a deterministic version of a stochastic model for the spatial spread of an advantageous gene in a population. This model and its travelling frontal wave solutions have been intensively studied, in particular by Kolmogorov et al. (1937) who published their results independently in the same year. A traveling frontal wave is a solution of partial differential equation(s) that propagates with constant speed and does not change its shape. To be more precise, speed means the “asymptotic speed of propagation” (Aronson and Weinberger, 1975), cf. also Hadeler and Rothe (1975); Aronson and Weinberger (1978); Weinberger (1978); Fife (1979); Britton (1986) and Diekmann and Heesterbeek (2000). It turns out that both the Skellam and the Fisher wave move with the same asymptotic speed which is determined by the product of the diffusivity and the intrinsic growth rate at zero density. This is because the density dependence of the growth rate becomes irrelevant at the leading edge of the front which is typical for so-called “pulled” fronts. In contrast, when the growth rate exhibits a strong Allee effect, i.e., it is negative at low densities, then the wave becomes “pushed”, because diffusion has to overbalance the decrease in density at the leading edge at the front where the density is small (Lewis and Kareiva, 1993). Moreover, invasion cannot take place unless it exceeds a critical area, cf. Nitzan et al. (1974); Malchow and Schimansky-Geier (1985); Lewis and Kareiva (1993) and van Saarlos (2003). It should be noted that already Luther (1906) found the speed of travelling waves in a reaction-diffusion model with exponential growth for chemical reactions of first order.

Diffusion models generally assume that individuals completely randomly move, but that their spread can be macroscopically described by the diffusion equation. The application of reaction-diffusion models ranges from ecology and epidemiology to bacterial growth, population genetics as well as to the spread of innovations or human cultures. Within ecology, reaction-diffusion models are widespread for mammals, insects, birds and plants, cf. particularly Shigesada and Kawasaki (1997) and Murray et al. (1986); Lubina and Levin (1988); Okubo et al. (1989); Yachi et al. (1989); Andow et al. (1990); Liebhold et al. (1992); Veit and Lewis (1996); Abramson et al. (2003). More textbook and article references include Okubo (1980); Edelstein-Keshet (1988); van den Bosch et al. (1990); Andow et al. (1990); Mollison (1991); Andow et al. (1993); Holmes et al. (1994); Shigesada and Kawasaki (1997); Kot (2001); Okubo and Levin (2001) and Cantrell and Cosner (2003).

However, there are biological invasion phenomena to which the Fisher model cannot be applied. Obviously, the spread is governed by other/additional factors which produce larger and smaller spread rates or even completely different spread patterns (cf. Hastings et al., 2005). In particular, spread rates have been observed which are biphasic or which seem to increase exponentially with time. This can be attributed to modes of spread different than diffusion. Two model approaches shall be mentioned here which can deal with this aspect. First, integro-difference equations are flexible enough to incorporate different dispersal kernels which describe the species’ dispersal probabilities with respect to the dispersal distance. Thus, they are appropriate to model long-distance dispersal. If the kernel is Gaussian, one obtains diffusive spread. Weinberger (1982) showed that models approach a constant wave speed, provided that the kernel is exponentially bounded. More leptokurtic kernels typically yield a larger speed (Kot et al., 1996). ‘Fat-tailed’ dispersal kernels (kernels with tails that are not...
exponentially bounded) result in rapid, patchy and accelerating expansion that
does not approach a constant velocity (Mollison, 1972, 1977; Kot et al., 1996).
Second, invasion can take place from several locations/foci or an initial founder
population can give rise to new colonies by long-distance migrants. Shigesada
et al. (1995) and Shigesada and Kawasaki (1997, 2002) proposed ‘scattered
colony’ and ‘coalescing colony’ models for this type of invasion which is better
known as ‘stratiﬁed diffusion’ (Hengeveld, 1989) – or as ‘hierarchical diffusion’
in epidemiology.

Furthermore, recent model extensions have taken into account stochastic-
ity (Lewis, 1997, 2000; Lewis and Pacala, 2000), resource availability, spatial
heterogeneity (Shigesada et al., 1986; Murray, 2003), environmental borders
(Keitt et al., 2001), initial conditions (Sherratt et al., 1995, 1997; Petrovskii and
Malchow, 1999, 2001), predation (Petrovskii et al., 2002a, 2005a,c), competi-
tion (Okubo et al., 1989; Hart and Gardner, 1997), the Allee effect (Lewis and
Kareiva, 1993; Wang and Kot, 2001; Wang et al., 2002; Petrovskii and Li, 2003;
Petrovskii et al., 2005c), evolutionary changes (Lambrinos, 2004), large-scale
phenomena such as weather conditions or (long-range) dispersal/transport ef-
effects (Hengeveld, 1989; Williamson, 1996; Shigesada and Kawasaki, 1997; Clark
et al., 2001b; Petrovskii and Li, 2003).

In a series of papers, Petrovskii and co-workers provide a number of exact
solutions for speciﬁc invasion problems. This is remarkable, because population
models are nonlinear and solutions are usually only known for simple particular
cases (e.g. Kierstead and Slobodkin, 1953). Petrovskii and Shigesada (2001) in-
vestigate a generalized Fisher model and especially focus on early invasion stages
with increasing rates of expansion. They also relate their solution to the pro-lem of critical aggregation, i.e., whether the introduced exotic species ‘globally’
invades or retreats, by applying the “practical stability concept” (i.e., a small
threshold below which the population is assumed to go extinct). A reaction-
diffusion-advection model with strong Allee effect is investigated by Petrovskii
and Li (2003), where the density-(in)dependent migration accounts for envi-
ronmental factors such as passive transport and biological motility mechanisms,
respectively. The joint interplay of random dispersal and migration leads to var-
ious possibilities of either species invasion or retreat. Petrovskii et al. (2005c)
provide an exact solution of a reaction-diﬀusion system describing prey-predator
interactions with an Allee effect in the prey species and a nonlinear predator
per-capita mortality rate. They derive exact conditions for front reversal.

Sherratt et al. (1995, 1997) have shown the emergence of spatiotemporal
extended these results by demonstrating that irregular dynamics can stem from
slightly inhomogeneous initial distributions. Invasion does not necessarily take
place via regular population fronts. An Allee effect along with particular initial
conditions in a two-species model can induce the break-up of travelling frontal
waves and lead to patchy spread. This is a purely deterministic mechanism
and can be attributed to two spatial dimensions of the system. The patchy
spread usually takes place at the ‘edge of extinction’ (Petrovskii et al., 2002a,b,
2005a,b).

For recent reviews of models of bioinvasions, see Fagan et al. (2002); Case
et al. (2005); Hastings et al. (2005); Holt et al. (2005) and Petrovskii et al.
(2005b). Some of these factors have been shown to generate patchy spread,
dynamic stabilization of an unstable equilibrium (Petrovskii and Malchow, 2000;
Malchow and Petrovskii, 2002), chaos in the wake of invasions and the slow-down or retreat of invasion fronts.

This thesis particularly focuses on the joint interplay of various of these factors. This has been shown to make possible the following patterns of spatiotemporal spread:

- trapping in an epidemiologically extended prey-predator model (Malchow et al., 2004b, 2005; Petrovskii et al., 2005b),
- noise-induced spread and survival of infected (or susceptibles) as well as patchy spread in an epidemiological model with stochasticity (Malchow et al., 2004b, 2005; Petrovskii et al., 2005b),
- patchy spread and spatially restricted invasions in a deterministic model with specific initial conditions and an Allee effect either in the prey species of a prey-predator system (Petrovskii et al., 2002b) or in the host population of an infectious disease (Petrovskii et al., 2005b),
- blocking or reversal of invasion fronts in models with specific initial conditions and an Allee effect either in the prey species of a prey-predator system (Owen and Lewis, 2001; Petrovskii et al., 2005c) or in the host population of an infectious disease (Hilker et al., 2005). In the latter case, temporally and spatially restricted invasions are possible as well (Hilker et al., accepted).

1.4 Mini-review: Mathematical epidemiology

The transmission dynamics of infectious diseases is one of the oldest topics in mathematical biology. Already in 1760, Daniel Bernoulli provided by using a single nonlinear ordinary differential equation the first known mathematical result of epidemiology, that is the defence of the practice of inoculation against smallpox. Hamer (1906), modelling the recurrence of measles epidemics with discrete-time models, was probably the first to assume that the incidence (number of new cases per unit time) depends on the product of the densities of the susceptibles and infected – what is well-known as the law of mass action e.g. from reaction kinetics or Lotka-Volterra systems (Lotka, 1925; Volterra, 1926). Ross (1911) developed differential equation models for malaria as a host-vector disease. The first attempt to account for births and deaths within an epidemic model is probably due to Soper (1929), with the aim to explain the periodicity in measles infections.

Most influential in the compartmental modelling of infectious diseases has been the work of Kermack and McKendrick (1927, 1932, 1933). Compartmental modelling means that the host population is divided into a susceptible part, traditionally denoted by $S$, an infectious/infective/infected part ($I$) and a removed part ($R$), the latter comprising individuals that died, are in quarantine or that gained immunity with recovery. This gives rise to the so-called SIR-model. Many other compartments have been introduced, e.g. an exposed but not infectious yet class ($E$), thus giving rise to SEIR models. The series of papers by Kermack and McKendrick attended to explain the temporal dynamics of a disease in a homogeneous isolated population and gave fundamental ideas explaining why a disease may be epidemic, endemic or not, or what are the
main factors controlling the disease in the population. They also show that
diseases can be a population control factor. Very well-known is their threshold
theorem which states that the number of susceptibles must exceed a critical
value to stimulate an epidemic outbreak. It is based on the basic reproductive
number $R_0$, which is the average number of secondary infections produced when
one infected individual is introduced into a host population where everyone is
susceptible. If $R_0 < 1$ the infection dies out, if $R_0 > 1$ there is an epidemic.

In the last decades, the amount of works in this area has exploded. The first
edition of Bailey’s book (1957) was an important landmark. Influential work is
also due to Anderson and May, e.g., Anderson and May (1979); May and An-
derson (1979); Anderson et al. (1981) and Anderson and May (1991). Generally,
different aspects are dealt with in the literature, from human health to environ-
mental assessment. Moreover, modelling disease transmission is a subject where
mathematics is deeply involved, from simple model analyses to the development
of unifying methods to deal with large classes of models. Recent models have in-
volved aspects such as vaccination, partial or temporary immunity, quarantine,
stages of infection, vertical transmission, disease-reduced fertility, seasonality,
evolutionary aspects, age structure, spatial spread, social and sexual mixing
groups, multiple disease strains, multiple/reservoir hosts, multiple diseases in
one host, variable infectiousness, stochasticity and disease vectors. Reviews,
textbooks and collections include Busenberg and Cooke (1993); Capasso (1993);
Hethcote (1994); Diekmann and Heesterbeek (2000); Hethcote (2000); Brauer
and Castillo-Chavez (2001); Castillo-Chavez et al. (2002a,b); Murray (2002) and
Thieme (2003).

Within this thesis, special emphasis will be on the following aspects.

- When the duration of the disease is long in comparison with the life span
  of the host and there is a disease-related mortality, population dynamics
  have to be taken into account with a variable population size (Anderson
  and May, 1979; Anderson et al., 1981; Brauer, 1990; Busenberg and
  van den Driessche, 1990; Greenhalgh, 1990; Pugliese, 1990; Diekmann and
  Kretzschmar, 1991; Gao and Hethcote, 1992; Greenhalgh, 1992; Mena-
  Lorca and Hethcote, 1992; Zhou and Hethcote, 1994; Greenhalgh and Das,
  1995; Hilker et al., accepted).

- The circulation of diseases is also affected by the spatial spread of the host
  population. Hence, there is a need to incorporate the spatiotemporal inter-
  actions (Brownlee, 1911; Kendall, 1965; Noble, 1974; Mollison, 1977; Mur-
  doch and Bence, 1987; van den Bosch et al., 1990; Mollison, 1991; Meade,
  1992; Sato et al., 1994; Johansen, 1996; Scherm, 1996; Holmes, 1997;
  Shigesada and Kawasaki, 1997; Hilker et al., accepted). Recently, models based
  on network and graph theory as well as multi-patch and metapopula-
  tion models are increasingly developed (e.g., Barbour and Mollison, 1990;
  Diekmann et al., 1990; Andersson, 1998; Kleczkowski and Grenfell, 1999;
  Moore and Newman, 2000; May and Lloyd, 2001; Pastor-Satorras and
  Vespignani, 2001; Arrigoni and Pugliese, 2002; Park et al., 2002; Arino
  and van den Driessche, 2003; Neal, 2003; Barthélémy et al., 2005).

- Diseases are transmitted in various ways. For instance, childhood diseases
  such as measles will potentially be transmitted to as many individuals as
in the susceptible population, while sexually transmitted diseases will be spread among a more or less constant number of contacts independent of the population size. The first example with a linearly increasing contact number gives rise to the mass action principle of the classical disease models, while the latter example of a constant contact number is referred to as standard incidence, proportionate mixing or frequency-dependent transmission (Hethcote, 1976; Nold, 1980; Getz and Pickering, 1983; Busenberg and van den Driessche, 1990; McCallum et al., 2001). Moreover, many other transmission functions / forces of infections have been proposed, e.g., saturation-type functions (Diekmann and Kretzschmar, 1991; Ruan and Wang, 2003; Zhang and Ma, 2003; Kribs-Zaleta, 2004; Moghadas, 2004), power-law-type functions (Liu et al., 1986, 1987; Hethcote et al., 1989; Hethcote and van den Driessche, 1991; Thieme, 1992; Derrick and van den Driessche, 1993; Greenhalgh and Das, 1995; Li and Muldowney, 1995; Greenhalgh, 1997; van den Driessche and Watmough, 2000; Derrick and van den Driessche, 2003; van den Driessche and Watmough, 2003; Ruan and Wang, 2003; Alexander and Moghadas, 2004; Korobeinikov and Maini, 2004), affine functions (Greenhalgh and Das, 1995; van den Driessche and Watmough, 2000, 2003), negative binomial functions, asymptotic contact and transmission rates (McCallum et al., 2001), indirect transmission functions (Ghosh et al., 2005) and generalized (Li and Wang, 2002; Li and Zhen, 2005; Wang and Li, 2005) as well as continuum functions (Antonovics et al., 1995; McCallum, 2000; Boots and Sasaki, 2003).

- One of the fundamental aspects in mathematical epidemiology concerns the mechanisms of periodicity, that is, in biological words, the recurrence of epidemics. For quite a long time, mathematical models have dealt with damped oscillations, i.e., an endemic equilibrium which is a stable focus (cf. Soper, 1929; Wilson and Worcester, 1945a,b; Bailey, 1975). In the 1970s and 1980s, several factors have been identified to generate sustained oscillations. They are reviewed in Hethcote et al. (1981b) and Hethcote (1989). Nowadays, many other mechanisms have been found. They can be summarized as follows: seasonal forcing (Hethcote, 1973; London and Yorke, 1973), delays in the removed class and the number of epidemiological classes (Gripenberg, 1980; Hethcote et al., 1981a; Stech and Williams, 1981; Diekmann and Montijn, 1982; Smith, 1986), nonlinear transmission rates (May and Anderson, 1978; Liu et al., 1986, 1987; Diekmann and Kretzschmar, 1991; Derrick and van den Driessche, 1993) and variable population size (Anderson et al., 1981; Pugliese, 1991; Mena-Lorca and Hethcote, 1992; Gao et al., 1995; Greenhalgh, 1997), stochastic factors (cf. May and Anderson, 1979), multiple diseases or multiple strains (Andreasen et al., 1997; Lin et al., 1999; Dawes and Gog, 2002; Levin et al., 2004), age structure (Enderle, 1980; Schenzle, 1984; Kubo and Langlais, 1991; Thieme and Castillo-Chavez, 1993a,b; Milner and Pugliese, 1999; Martcheva and Castillo-Chavez, 2003), spatio-temporal interactions (Johansen, 1996) and core groups (Kribs-Zaleta, 1999).

- The spread of an infectious disease can also be affected by interferences with ecological aspects, e.g., by community interactions. Hadeler and Freedman (1989) as well as Freedman and Moson (1990) were probably the
first to model parasitic infection in a prey-predator system. The joint interplay of infectious diseases and predation has then been investigated by Venturino (1995); Mukherjee (1998); Chattopadhyay and Arino (1999); Xiao and Chen (2001a,b); Chattopadhyay et al. (2003a); Choo et al. (2003); Mukherjee (2003); Zhidanov (2003) and Hethcote et al. (2004). The mini-review in section 1.7 surveys the special case of viral infections in planktonic food chains (Beltrami and Carroll, 1994; Chattopadhyay and Pal, 2002; Chattopadhyay et al., 2003b; Malchow et al., 2004b; Singh et al., 2004; Malchow et al., 2004b, 2005). The role of diseases in competition models was studied by Bowers and Turner (1997); Frantzen (2000); Venturino (2001) as well as Wodarz and Sasaki (2004). Some authors used the term “eco-epidemiological” models to describe the merging of ecological and epidemiological approaches, but it should be noted that “eco-epidemiology” has also other roots (e.g., Susser and Susser, 1996; Susser, 2004).

1.5 Mini-review: FIV in cat populations

The Feline Immunodeficiency Virus (FIV) is a retrovirus (“slow virus”) that causes an immunodeficiency condition in cats, i.e., damage to the immune system. It is the same subfamily (lentivirus) that causes human AIDS (Acquired Immunodeficiency Syndrome), but the FIV infection is not equally fatal. Usually, cats still have quite a long life expectation. FIV has been found worldwide in a large number of felid species. The focus of this thesis will be restricted to FIV within populations of the domestic cat (*Felis catus*, L.), for which the prevalence of infection varies from approximately 1 to 20%.

Transmission of FIV occurs almost exclusively through bite wounds (Yamamoto et al., 1989; Ueland and Nesse, 1992; Bendinelli et al., 1995; Courchamp et al., 1998), e.g., when cats fight for females monopolization or territory defence. Because of this, the disease is more common in roaming and dominant male cats (e.g. Courchamp et al., 1995b, 1998, 2000b). Another difference to HIV (Human Immunodeficiency Virus) is that the virus is not transmitted to offspring, i.e., there is no vertical transmission (Ueland and Nesse, 1992; Sellon et al., 1994; O’Neil et al., 1996; Rogers and Hoover, 1998). There is no evidence that transmission to humans can occur. For an epidemiological review, see Courchamp and Pontier (1994).

The clinical course of FIV usually goes through five stages. At first, exposed cats suffer an acute stage lasting 2 to 4 weeks (Yamamoto et al., 1988; Brandon, 1995); most of the exposed animals become lifelong carriers of the virus. Then there is an asymptomatic carrier phase lasting months to years. During this long stage, the cat is in good health conditions and its behaviour seems to be normal. The last three stages are persistent lymphadenopathy, ARC (for AIDS Related Complex) and AIDS. They are characterized by miscellaneous disorder, chronic infections, loss of immune defence and eventually death (Sparger, 1993). During this short period, cats are too weak to participate in social life, competition or mating. There is neither natural immunization nor natural recovery (Zenger, 1992).

For modelling purposes, it can be assumed that there is only one stage after infection combining the acute, asymptomatic, persistent lymphadenopathy,
ARC and AIDS phases (Courchamp et al., 1995a). This is reasonable because the asymptomatic phase is usually much longer than the other ones. Thus, there is a susceptible and an infected compartment of the host population with no vertical transmission, no recovery from the disease and a small disease-related mortality. Since the time being infected can be long in comparison with the lifespan, the host population growth is taken into account. Furthermore, the standard incidence (also called proportionate mixing) is assumed because of a constant number of contacts with bites (Courchamp et al., 1995a). This is reasonable for populations in rural/suburban and non-anthropized habitats with cat densities from 100 to 1000 and smaller than 10 individuals per km$^2$, respectively, while in urban habitats with more than 1000 individuals per km$^2$ or rural/suburban habitats with 10-100 individuals per km$^2$ mass action transmission seems to be appropriate (Fromont et al., 1998).

The model by Courchamp et al. (1995a) has been the first one describing the dynamics of a retrovirus transmission within populations of mammals (except the special case of humans). It is a simple SI model and has been extended to an SEI (Langlais and Suppo, 2000) and an SIS model (Fitzgibbon and Langlais, 2003; Ainseba et al., 2002) from more mathematical points of view. The latter reference is based on a reaction-advection-diffusion approach, thus being able to cope with spatially heterogeneous population dynamics. Models of spatial spread can also be found for the Feline Leukaemia Virus (FeLV), which is another retrovirus in cats. In Fitzgibbon et al. (2001), the spread of FeLV through highly heterogeneous habitats has been mathematically analyzed and in Fromont et al. (2003) two host populations with density-dependent dynamics have been connected together as well as to the surrounding environment by dispersal.

As FIV may occur simultaneously with FeLV, approaches have been developed to model the circulation of more than one microparasite in a single host population (Courchamp et al., 1995c; Allen et al., 2003). To investigate the influence of different behavioral traits of cat individuals, the fast game theory has been coupled to slow population dynamics of cats (Auger and Pontier, 1998; Pontier et al., 2000) and applied to a FIV model as well (Bahi-Jaber et al., 2003). Different behavioural traits and stochastic fluctuations in individual parameters have also been investigated in Bahi-Jaber et al. (2003).

Domestic cats threaten wildlife in various ways. They are not only acting as disease vector of feline diseases such as FIV or FeLV. Cats are a vector for rabies and SARS, too, which they can spread to humans and animals (Martina et al., 2003). Furthermore, introduced cats pose a severe threat to native birds on oceanic islands (Courchamp et al., 2003). Hence, they are regarded as one of the worst invasive alien species. FIV has been proposed as a biocontrol agent (Courchamp and Sugihara, 1999; Courchamp and Cornell, 2000), but its potential impacts have to be carefully assessed, cf. Courchamp et al. (1999b,c, 2000a).

This thesis will be concerned with

- extending the existing FIV model with logistic host population growth by Courchamp et al. (1995a) to incorporate generalized fertility and mortality functions; in particular, a strong Allee effect will be investigated (Hilker et al., accepted),

- the spatiotemporal spread of FIV in a reaction-diffusion model both from
1. \textbf{Mini-review: Pattern formation in plankton dynamics}

Plankton are small organisms that inhabit the water column of the ocean, seas, and bodies of freshwater. The name comes from the Greek term \textit{planktos} = made to wander. Within the focus of this thesis are two functional groups of plankton, namely phytoplankton and zooplankton. Phytoplankton (from \textit{phyton} = plant) are microscopic plants near the water surface. They drive all marine communities and the life within them. Their photosynthetic growth generates half of the oxygen needed by mankind. Furthermore, phytoplankton absorbs half of the carbon dioxide that may contribute to global warming as well as many other substances. Hence, phytoplankton is one of the main factors controlling the further development of the world’s climate. Zooplankton (from \textit{zoon} = animal) are the animals in plankton. Both herbivores and predators occur in marine plankton; the herbivores graze on phytoplankton and are eaten by the predators. Together, phyto- and zooplankton form the basis for all food chains and webs in the sea.

The spatial horizontal distribution of plankton in the natural marine environment is highly inhomogeneous. Plankton populations are patchy on temporal and all spatial scales. This phenomenon of plankton “patchiness” is affected by a number of factors which depend on the spatial scale. On a scale of dozens of kilometers and more, the plankton abundance is mainly controlled by the inhomogeneity of underlying hydrophysical fields like temperature and nutrients. On a scale of less than one hundred meters, plankton patchiness is controlled by turbulence. Furthermore, there is an intermediate scale, roughly from a hundred meters to a dozen kilometers, where the plankton distribution is uncorrelated with the environment and, thus, the nature of the spatial heterogeneity is essentially different. This distinction is usually considered as the prevailing of biological factors against hydrodynamics. An elementary introduction into the subject of plankton patchiness and the bibliography is given by Malchow et al. (2003) from a modelling point of view.

Generally, the growth, competition, grazing and propagation of plankton communities can be described by partial differential equations of reaction-diffusion type. Further aspects can be modelled as well, e.g., the effects of water movement by flow; seasonal effects by external periodic forcing; patchiness of nutrients for algae by heterogeneity; and the lag between the build-up of phyto- and zooplankton by delays. Exemplary references include Malchow and Shigesada (1994); Steffen et al. (1997); Medvinsky et al. (2001a,b) and Medvinsky et al. (2004).

Recent models of the prey-predator interaction of phytoplankton and zooplankton dynamics take into account zooplankton grazing with saturating func-
tional response to phytoplankton abundance, which are also known from Monod or Michaelis-Menten models of enzyme kinetics (Michaelis and Menten, 1913; Monod and Jacob, 1961). These models can explain the well-known prey-predator oscillations as well as the oscillatory or monotonous relaxation to one of the possible multiple equilibria, e.g. Steele and Henderson (1981); Scheffer (1991a); Steele and Henderson (1992b,a); Malchow (1993); Pascual (1993); Truscott and Brindley (1994a,b) and Scheffer (1998). Excitable systems exhibit a long-lasting relaxation to the equilibrium after a supercritical external perturbation like a sudden temperature increase or nutrient inflow. They are especially interesting, since they are capable of modelling red or brown tides (Beltrami, 1989, 1996; Truscott and Brindley, 1994a,b).

The spectrum of spatial and spatio-temporal patterns includes regular and irregular oscillations, propagating fronts, target patterns and spiral waves, pulses as well as stationary spatial patterns. Many mechanisms generating these patterns can also be found in the section about modelling biological invasions. Among them are, for instance, the Fisher and Skellam front waves (Luther, 1906; Fisher, 1937; Kolmogorov et al., 1937; Skellam, 1951), dynamical stabilization of unstable equilibria (Petrovskii and Malchow, 2000; Malchow and Petrovskii, 2002) and chaotic oscillations behind propagating diffusive fronts in prey-predator models with finite (Sherratt et al., 1995, 1997) or, more generally, slightly inhomogeneous initial distributions (Petrovskii and Malchow, 1999, 2000, 2001). When the population growth is governed by an Allee effect, the regular fronts break up and patchy spread can be observed (Petrovskii et al., 2002a,b, 2005b).

Segel and Jackson (1972) were the first to apply the concept of diffusive instabilities to a problem in population dynamics, namely the prey-predator interaction of phytoplankton and herbivorous copepods with higher herbivore motility. Diffusive instabilities and, thus, spatial structure can arise in a nonlinear system of at least two species when their diffusivities are essentially different. In this case, a supercritical perturbation destabilizes a spatially homogeneous stable stationary state. This scenario of spatial pattern formation is closely associated with the classical paper by Turing (1952) and suggested by Levin and Segel (1976) for a possible origin of planktonic patchiness. The generation and drift of planktonic Turing patches are described by Malchow (1993, 1994, 2000a). Turing patterns look rather artificial because of their symmetry. Malchow et al. (2004a,b) have investigated the influence of environmental noise and shown that it blurs the “artificial” patterns to let them look more realistic.

The destabilization of spatially uniform populations can also be attributed to differential-flow-induced instabilities (Rovinsky and Menzinger, 1992), which has been applied to plankton dynamics by Malchow (1995, 1996, 1998). Spatial patterns can emerge if the phytoplankton and the zooplankton move with different velocities but regardless of which one is faster. This mechanism is more general than Turing’s diffusive instabilities, since the latter is restricted to strong conditions on the diffusion coefficients.

Kierstead and Slobodkin (1953) were perhaps the first to think of the critical size problem for plankton patches. They proposed a reaction-diffusion model of a single population with exponential growth, which is nowadays known as KISS model. In contrast to the Skellam model (1951), the spatial domain is not infinite, but restricted by homogeneous Dirichlet boundary conditions. They derived a critical length, which is referred to as the KISS size. If the plankton
patch is shorter than this length, the phytoplankton population collapses. If it is longer than this length, a bloom occurs. Other mechanisms inducing a critical patch size are reviewed in the section about biological invasions.

That the spatial dimension of the plankton community provides routes to chaotic dynamics has first been shown by Pascual (1993). The spatial distribution of nutrients along a linear gradient can induce spatiotemporal chaos. In fact, there appear stronger and stronger indications in favour of the existence of chaos in population dynamics (Hanski et al., 1993; Costantino et al., 1995; Dennis et al., 1995; Costantino et al., 1997; Turchin and Ellner, 2000; Becks et al., 2005), see also Cushing et al. (2003) and Turchin (2003). Chaotic population dynamics essentially changes the approach to the system predictability, cf. Scheffer (1991b), and makes conceptual few-species models of as much use as many-species ones. Moreover, few-species models can sometimes be even more instructive since they take into account only the principal features of the community functioning. Therefore, mainly minimal models are described here.

Furthermore, it should be noted that this section has focused on reaction-diffusion models. In order to provide a more complete overview, which can be found in Malchow et al. (2003), one has to additionally account for directed and joint or relative motion of the species. Also hybrid models of equation-based plankton dynamics and rule-based fish school dynamics have been investigated (Malchow et al., 2000, 2002). An extensive review on spatiotemporal pattern formation in plankton dynamics is given by Medvinsky et al. (2002). The books by Okubo (1980) and Okubo and Levin (2001) may be consulted, too, as well as, regarding general pattern formation, the textbook by Murray (2003).

This thesis introduces the role of viral infections into spatiotemporal pattern formation mechanisms within plankton dynamics (Malchow et al., 2004b, 2005). The next section briefly reviews infectious diseases in plankton and the related modelling approaches.

1.7 Mini-review: Viral infections in plankton communities

Viruses are evidently the most abundant entities in the sea, typically numbering ten billion per litre. Thus, the question concerning their role in oceanic life arises. E.g., may they possibly control aquatic food webs, phytoplankton blooms and algal biodiversity?

Though viruses have been ignored in microbial studies of the marine food web until one/two decades ago, an increasing number of reports gives evidence of the significant effect of viral agents on phytoplankton and bacteria as well as their biogeochemical and ecological effects, cf. the review by Fuhrman (1999). The presence of pathogenic viruses in phytoplankton communities is shown in Bergh et al. (1989); Suttle et al. (1990); Wilhelm and Suttle (1999); Tarutani et al. (2000) and Wommack and Colwell (2000), and virus-like particles are described in van Etten et al. (1991); Peduzzi and Weinbauer (1993); Reiser (1993) and Suttle et al. (1993). There is some evidence that viral infection might accelerate the termination of phytoplankton blooms (Tarutani et al., 2000; Jacquet et al., 2002; Gastrich et al., 2004). Viruses are held responsible for the collapse of *Emiliania huxleyi* blooms in mesocosms (Bratbak et al., 1995) and
in the North Sea (Brussaard et al., 1996) and are shown to induce lysis of *Chrysochromulina* (Suttle and Chan, 1993). Furthermore, because most viruses are strain-specific, they can increase genetic diversity (Nagasaki and Yamaguchi, 1997). Nevertheless, despite the increasing number of reports, the role of viral infection is still far from understood.

Viral infections of phytoplankton cells can be lysogenic or lytic. The understanding of the importance of lysogeny is just at the beginning (Wilcox and Fuhrman, 1994; Jiang and Paul, 1998; McDaniel et al., 2002; Ortmann et al., 2002). Contrary to lytic infections with destruction and without reproduction of the host cell, lysogenic infections are a strategy whereby viruses integrate their genome into the host’s genome. As the host reproduces and duplicates its genome, the viral genome reproduces, too.

Mathematical models of the dynamics of virally infected phytoplankton populations are rare as well. The already classical publication is by Beltrami and Carroll (1994). They consider a phytoplankton-zooplankton prey-predator system and introduce an SI disease in the prey. They argue that the transmission rate is not limited by the availability of cells because of the typically high algal density. Therefore, they choose a frequency-dependent transmission function (proportionate mixing) for which the contact rate is roughly proportional to the infected phytoplankton population if the susceptible population is large compared to the infected one. The infected do not reproduce, but suffer cell lysis with a constant per-capita rate. Moreover, the infected contribute to the carrying capacity of the logistic growth of the susceptibles. Zooplankton grazes on both susceptibles and infected, modelled by simple Lotka-Volterra-type interaction.

Beretta and Kuang (1998) model the infection of marine bacteria by infective viruses (bacteriophages). They explicitly take into account an equation for the phages which are released by cell lysis. Mass action transmission is assumed with the reasoning that usually many viruses (on average, more than ten) attack a susceptible bacterium, but only one virus enters its head through the bacterial membrane and can start its replication. The infected are assumed to be removed by lysis before having the possibility of reproducing, but they still influence the growth of the susceptibles towards the carrying capacity.

More recent work concerning viral infections of phytoplankton is by Chattopadhyay and co-workers (Chattopadhyay and Pal, 2002; Chattopadhyay et al., 2002, 2003b; Singh et al., 2004) and Malchow et al. (2004b, 2005). The model by Chattopadhyay and Pal (2002) draws upon Beltrami and Carroll (1994), but differs in the following three aspects. First, it assumes intraspecific competition of the zooplankton predator population. Second, mass action transmission is assumed by arguing that the observed transmission in the Greenwood experiments could just as well be explained with a transmission function that follows the law of mass action and is not frequency-dependent (de Jong et al., 1995). In the Greenwood experiments, Greenwood et al. (1936) quantified disease transmission among mice. Third, Chattopadhyay and Pal (2002) consider an SIS disease in which infected cells can recover and become susceptible again. This seems to be a very debatable assumption.

Chattopadhyay et al. (2002) model the effect of harvesting on all three species. Basically, their system is similar to Beltrami and Carroll (1994), but it assumes that the infected phytoplankton does not limit the growth of the susceptible phytoplankton. Moreover, zooplankton grazing is assumed to be of
Holling-type II for the susceptible phytoplankton and of Lotka-Volterra-type for the infected phytoplankton. There cannot be found any explicit reasoning for this modelling, but it is mentioned that infection may modify the behaviour of prey species so that they become more vulnerable to predation. The cited examples are fish. However, what seems to be common opinion among biologists is that zooplankton grazers cannot distinguish between susceptible and infected zooplankton and do not graze on them with different rates.

Chattopadhyay et al. (2003b) consider a nutrient-phytoplankton system with virally infected phytoplankton. The disease transmission is frequency-dependent.

The model by Singh et al. (2004) is again similar to the one by Beltrami and Carroll (1994) – except the assumptions that transmission follows the law of mass action and that infected prey is more vulnerable to predation, cf. above.

Within this thesis, the following issues will be addressed:

- lysogenic infection and Holling-type II grazing (Malchow et al., 2004b),
- lysogenic infection and Holling-type III grazing (Malchow et al., 2005),
- lytic as well as lysogenic infection and Holling-type II grazing,
- switch from lysogenic to lytic infection (deterministically and stochastically) and Holling-type II grazing.

Additionally, the spatiotemporal dynamics and environmental stochasticity are taken into account by considering diffusion and multiplicative density-dependent noise, respectively (in all but the third issue). Zooplankton grazes equally on both susceptible and infected phytoplankton and does not suffer from grazing on infected phytoplankton (since virus infections are rather host-specific). In the case of lysogenic infection, susceptibles as well as infected reproduce, whereby the intrinsic growth rate of the susceptibles can be assumed to be greater than that of the infected. There is a joint carrying capacity to which both susceptibles and infected contribute, for instance by shading and need for space. In the case of lytic infection, the infected do not reproduce anymore and suffer an increased mortality. Competition becomes non-symmetric, because the infected still influence the growth of the susceptibles but not vice versa. The disease transmission is assumed to be frequency-dependent as in Beltrami and Carroll (1994).
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Abstract

A minimal reaction-diffusion model for the spatiotemporal spread of an infectious disease is considered. The model is motivated by the Feline Immunodeficiency Virus (FIV) which causes AIDS in cat populations. Because the infected period is long compared with the lifespan, the model incorporates the host population growth. Two different types are considered: logistic growth and growth with a strong Allee effect. In the model with logistic growth, the introduced disease propagates in form of a travelling infection wave with a constant asymptotic rate of spread. In the model with Allee effect the spatiotemporal dynamics are more complicated and the disease has considerable impact on the host population spread. Most importantly, there are waves of extinction, which arise when the disease is introduced in the wake of the invading host population or when spatial heterogeneities cause unfavourable habitats. These waves of
extinction destabilize locally stable endemic coexistence states. Moreover, spatially restricted epidemics are possible as well as travelling infection pulses that correspond either to fatal epidemics with succeeding host population extinction or to epidemics with recovery of the host population. Generally, the Allee effect induces minimum viable population sizes and critical spatial lengths of the initial distribution. The local stability analysis yields bistability and the phenomenon of transient epidemics within the regime of disease-induced extinction. Limit cycle oscillations do not exist.

2.1 Introduction

There is an ongoing interest in the dynamics of infectious diseases and their spatiotemporal spread. Simple compartmental models have been used to understand the principal mechanisms governing disease transmission and have been extended to reaction-diffusion equations to estimate the asymptotic rate of spatial spread (Shigesada and Kawasaki, 1997; Diekmann and Heesterbeek, 2000; Murray, 2002, 2003; Cantrell and Cosner, 2003; Thieme, 2003). For diseases with long incubation and infectivity times, the host population’s vital dynamics, i.e., birth and death rates, have to be taken into account. This has been shown to qualitatively change the system behaviour. While in the classic Kermack and McKendrick model (1927) the disease dies out or becomes endemic if the basic reproductive ratio is less or greater than one, respectively, the infection can also become endemic in models incorporating vital dynamics (Kermack and McKendrick, 1932; Brauer and Castillo-Chavez, 2001). If the disease additionally reduces the population size, one has to consider epidemiological models with varying population sizes (Anderson and May, 1979; Brauer, 1990; Busenberg and van den Driessche, 1990; Pugliese, 1990; Diekmann and Kretzschmar, 1991; Gao and Hethcote, 1992; Mena-Lorca and Hethcote, 1992; Zhou and Hethcote, 1994; Greenhalgh and Das, 1995). This may lead in particular cases to a destabilization of the endemic state and to sustained limit cycle oscillations, as has been numerically observed for the first time by Anderson et al. (1981).

The aim of this paper is to explore the consequences of different vital dynamics on the disease transmission as well as on the spatial spread. The starting point is an SI model with logistic growth, the standard incidence (also called proportionate mixing or frequency-dependent transmission) and no vertical transmission, which has been proposed and applied by Courchamp et al. (1995) to the circulation of the Feline Immunodeficiency Virus (FIV) within domestic cats (Felis catus, L.). FIV is a lentivirus which is structurally similar to the Human Immunodeficiency Virus (HIV) and induces feline AIDS (Acquired Immunodeficiency Syndrome) in cats.

The vital dynamics are generalized to be governed by a strong Allee effect. This can be caused by difficulties in finding mating partners at small densities, genetic inbreeding, demographic stochasticity or a reduction in cooperative interactions, see Dennis (1989); Courchamp et al. (1999); Stephens et al. (1999) and Stephens and Sutherland (1999). It should be noted, moreover, that the study of Allee dynamics is justified in its own rights, because this is largely lacking in the epidemiological literature, but see Hilker et al. (2005) and Petrovskii et al. (2005a).

The spatial propagation of diseases has been investigated in the literature...
mainly by way of travelling wave approaches and by approximating the asymptotic rate of spread (Noble, 1974; Mollison, 1977; Murray et al., 1986; Okubo et al., 1989; Yachi et al., 1989; van den Bosch et al., 1990; Mollison, 1991; Dwyer, 1994; Caraco et al., 2002; Abramson et al., 2003; Rass and Radcliff, 2003). Two different scenarios will be considered in this study for both the models with logistic growth and Allee effect: On the one hand the spread of infection in a disease-free population which has settled down at carrying capacity in all the space and on the other hand the case that the host population itself still invades into empty space with the disease introduced in the wake of this invasion front. The latter case is of special interest, since the domestic cat is considered to be one of the worst invasive species and the introduction of FIV has been proposed as biological control method (Courchamp and Sugihara, 1999; Courchamp and Cornell, 2000). Furthermore, the effect of spatial heterogeneity is briefly discussed by considering unfavourable habitats for the host population.

This paper is outlined as follows. In the next section, the basic SI model is described. Then, the results of a detailed local stability analysis of the model with a generalized strong Allee effect are presented. The spatiotemporal spread is studied by numerical simulations and travelling wave approaches in section 2.4. Finally, the results are discussed and related to similar work.

2.2 Model description

Let \( P = P(t, x) \geq 0 \) be the density of the host population (in number of individuals per \( \text{km}^2 \)) at time \( t \) (years) and spatial location \( x \) (in \( \text{km} \)). The fertility function \( \beta(P) \geq 0 \) and the mortality function \( \mu(P) \geq 0 \) are assumed to be density-dependent. Then the intrinsic per-capita growth rate is

\[
g(P) = \beta(P) - \mu(P) .
\]

The total population is split into a susceptible part \( S = S(t, x) \) and an infected part \( I = I(t, x) \):

\[
P = S + I .
\]

The disease transmission is assumed to be frequency-dependent; it occurs via proportionate mixing transmission (Nold, 1980; Hethcote, 2000; McCallum et al., 2001), i.e., the number of contacts between infected and susceptible individuals is constant, as it has been argued for rural/suburban cat populations (Fromont et al., 1998). The transmission coefficient is \( \sigma > 0 \) (per year). In contrast to HIV, the disease is assumed not to be transmitted to offspring. Hence, newborns of the infected are in the susceptible class. The infected suffer an additional disease-related mortality \( \alpha > 0 \) (per year), which shall be referred to as virulence. There is no recovery from the disease. Removal of infected is only by death. The corresponding transfer diagram is

\[
\begin{array}{ccc}
S & \xrightarrow{\beta(P) (S+I)} & I \\
\downarrow \sigma \frac{\beta I}{S+I} & & \\
\downarrow \mu(P) S & | & \downarrow [\mu(P)+\alpha] I \\
\end{array}
\]

The spatial propagation of the individuals is modelled by diffusion with diffusion coefficients \( D_S \geq 0 \) and \( D_I \geq 0 \) (\( \text{km}^2 \) per year) for the susceptibles and infected,
A diffusive SI model with Allee effect and application to FIV respectively. This basic model is described by a system of two partial differential equations:

\[ \frac{\partial S}{\partial t} = -\sigma \frac{SI}{P} + \beta(P) - \mu(P)S + D_S \Delta S , \]  
\[ \frac{\partial I}{\partial t} = +\sigma \frac{SI}{P} - \alpha I - \mu(P)I + D_I \Delta I , \]

where \( \Delta \) is the Laplacian. The initial and boundary conditions will be specified later.

System (2.1-2.2) is an extension of the model by Courchamp et al. (1995), which describes the transmission of FIV for the special case of a spatially homogeneous population with \( D_S = D_I = 0 \) and with logistic growth of the host population, i.e.,

\[ \beta(P) = b > 0 , \]  
\[ \mu(P) = m + \frac{r}{K}P , \quad r = b - m , \quad m > 0 , \]

which yields the well-known linearly decreasing per-capita growth rate

\[ g(P) = r(1 - P/K) . \]

Gao and Hethcote (1992) studied SIRS models with density-dependent birth and death rates. The above FIV model is a special case, for which they provided global stability results. Zhou and Hethcote (1994) moreover obtained global stability results for a model with generalized logistic growth. If

\[ (P) \] is nonincreasing,  
\[ (P) \] is nondecreasing and  
\[ g(P) = 0 \] has a unique positive solution \( K \),

then the per-capita growth rate \( g(P) \) is nonincreasing, and \( K \) (the carrying capacity) is the unique stationary state of the disease-free, local model, which is globally asymptotically stable for \( P(0) > 0 \). The SI model with both logistic and generalized logistic growth has four stationary states and exhibits three different dynamics: eradication of the disease, emergence of a stable endemic stationary state or extinction of the host population. Periodic solutions do not exist, which has been proven with the Dulac criterion.

Next, a generalized strong Allee effect in the vital dynamics is considered, which is based upon the assumptions

\[ \frac{d}{dP} g(P) \begin{cases} > 0 & \text{for } 0 < P < P_{opt} , \\ < 0 & \text{for } P_{opt} < P , \end{cases} \]

\[ g(P) = 0 \] has two positive roots \( K_- \) and \( K_+ \), \( 0 < K_- < P_{opt} < K_+ . \)

This yields a per-capita growth rate that is maximal at some intermediate density \( P_{opt} \). The disease-free, local model has three nonnegative stationary states: \( K_- \) is unstable, \( K_+ \) is globally stable in the range \( P(0) > P_{opt} \) while 0 is stable in the range \( 0 < P(0) < P_{opt} \). Furthermore, the following assumptions are posed:

\[ \beta(P) \] is concave in \((0, K_+)\),  
\[ \mu(P) \] is nondecreasing and convex in \((0, K_+)\),
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which imply that \( g(P) \) is concave.

As a motivating example of the strong Allee effect, the following per-capita growth rate is considered:

\[
g(P) = a(K_+ - P)(P - K_-),
\]

which is quadratic with \( P_{opt} = (K_+ + K_-)/2 \). The parameter \( a > 0 \) scales the maximum per-capita growth rate. The fertility and mortality functions take the parametric forms

\[
\beta(P) = \begin{cases} 
  a(-P^2 + [K_+ + K_- + e]P + c), & \text{for } 0 \leq P \leq K_+ + K_- , \\
  \text{nonnegative and nonincreasing}, & \text{otherwise,}
\end{cases}
\]

\[
\mu(P) = a(eP + K_+K_- + c).
\]

The case differentiation in (2.12) is necessary, because the first case becomes negative for \( P > K_+ + K_- + e \). We want to emphasize, that the first case is sufficient for the model analysis provided that the initial conditions are appropriate, e.g. \( P \leq K_+ \). For biological reasons, however, we require for \( P > K_+ + K_- \) that the fertility function remains nonnegative, nonincreasing as well as continuous. The mortality function linearly increases with \( P \) analogously to the logistic behaviour. The fertility function differs in being quadratic. It increases with \( P \) for small population densities, reaches a maximum at some intermediate population density and decreases with \( P \) for large population densities. The parameters \( e, c \geq 0 \) determine the effect of density-dependence and -independence, respectively. They do not affect, however, the intrinsic per-capita growth rate \( g(P) \).

### 2.2.1 Parameter values

The parameter values are chosen as follows. The virulence \( \alpha = 0.2 \text{ year}^{-1} \) is kept constant as in Courchamp et al. (1995). In the same study, the transmission coefficient has been estimated to be approximately \( \sigma = 3.0 \text{ year}^{-1} \). FIV is mainly transmitted through bites during aggressive contacts between cats. Hence, \( \sigma \) is related to the number of contacts between susceptibles and infected resulting in bites and eventually in virus transmission. Since there might be a large variation in the transmission coefficient, we will use \( \sigma \) in the following as bifurcation parameter. The parameters describing the logistic growth are \( b = 2.4 \text{ year}^{-1} \), \( m = 0.6 \text{ year}^{-1} \) and \( K = 200 \text{ individuals per km}^2 \) for rural cat populations, cf. Courchamp et al. (1995). The resulting fertility and mortality functions are shown in Fig. 2.1a. In the Allee effect model, parameterization is more difficult. First of all, \( K_+ = 200 \text{ individuals per km}^2 \) is set to the same carrying capacity. Next, let us assume that there is an Allee threshold of ten percent, i.e., \( K_- = 20 \text{ individuals per km}^2 \). The remaining parameters are chosen to yield (i) a similar natural mortality function as in the logistic model and (ii) a reduction in the fertility function with decreasing density, cf. Fig. 2.1b. The population growth rate exhibiting a strong Allee effect is plotted in Fig. 2.1c. Lastly, the diffusion coefficient has to be estimated. The relevant mechanism for population spread is considered to be dispersal (Fromont et al., 2003), since male individuals move under the pressure of dominant males from their native home range to vacant areas. Home range sizes vary from approximately 1 ha for urban stray cats to several hundred ha for populations in non-anthropized habitats, e.g. Fromont
et al. (1998). Let us assume an observed mean net displacement of 1.77 km for populations of feral domestic cats in rural/suburban areas – having in mind a mean home range of 10 ha and that a dispersing individual has to pass on average five other home ranges before finding a vacant one. Then we can estimate a diffusivity of \( D = 1 \text{ km}^2 \text{ per year} \), cf. eqn. (3.6) in Shigesada and Kawasaki (1997). Naturally, this is a very rough approximation, but the main aim is to explore possible patterns of spatiotemporal dynamics. Though we have the epizootiological problem of FIV spread in mind, we will keep throughout this paper the standard epidemiological notation such as endemic instead of enzootic, because the investigated model is rather general.

2.3 Stability results of the non-spatial model with Allee effect

In this section, the existence of the stationary states as well as their stability are summarized for the spatially homogeneous system with assumptions (2.8-2.11) for a generalized strong Allee effect. Details of the calculations can be found in the Appendix. System (2.1-2.2) with \( D_S = D_I = 0 \) exhibits a singularity in the transmission term. Introducing the prevalence \( i = I/P \in [0, 1] \) and

- Figure 2.1: Fertility function \( \beta(P) \) (solid lines) and mortality function \( \mu(p) \) (dashed lines) of the models with (a) logistic growth and (b) a strong Allee effect. (c) Population growth rate \( g(P) = \beta(P) - \mu(P) \) exhibiting a strong Allee effect. Parameters: \( K = K_+ = 200, b = 2.4, m = 0.6, K_- = 20, a = 10^{-5}, c = 5 \times 10^4, e = 10^3 \).
Table 2.1: Results of the stability analysis of the non-spatial system (2.14-2.15) with generalized Allee effect (2.8-2.11). The left column contains the stationary states \((P^*, i^*)\). The other columns are divided according to the parameter regions along the ray for \(\sigma - \alpha\) which are separated by the values in the top row. (*) The most right column corresponds to the case that additionally the function \(\phi(P)\) defined in (2.22) does not achieve a positive maximum in \((K_-, K_+)\).

<table>
<thead>
<tr>
<th>((0,0))</th>
<th>((0, i_2))</th>
<th>((K_-,0))</th>
<th>((K_+,0))</th>
<th>((P_3-,i_3-))</th>
<th>((P_3+,i_3+))</th>
<th>(\sigma - \alpha)</th>
</tr>
</thead>
<tbody>
<tr>
<td>l.a.s.</td>
<td>unstable</td>
<td>unstable</td>
<td>unstable</td>
<td>unstable</td>
<td>unstable</td>
<td>(\sigma - \alpha)</td>
</tr>
<tr>
<td>extinction</td>
<td>extinction</td>
<td>disease-free</td>
<td>endemic</td>
<td>extinction</td>
<td>extinction</td>
<td></td>
</tr>
</tbody>
</table>

reformulation in \((P, i)\) state variables simplify matters:

\[
\frac{d P}{d t} = \left[ g(P) - \alpha i \right] P , \tag{2.14}
\]

\[
\frac{d i}{d t} = \left[ \sigma - \alpha - \beta(P) - (\sigma - \alpha) i \right] i . \tag{2.15}
\]

There are six stationary states. They are summarized along with the stability results in Table 2.1. For the sake of comparison, the stability results of the generalized logistic model are given in Table 2.2 as well. The formulation in \((P, i)\) state variables allows to distinguish between the trivial extinction state \((0,0)\) and the disease-induced extinction state \((0, i_2)\) with an ultimate prevalence \(i_2 > 0\). The latter one reflects that in the limit process \(P \to 0\) there is a non-zero ultimate prevalence, and that the host population goes extinct as a consequence of infection with the disease (de Castro and Bolker, 2005). The stationary state \((K_+,0)\) corresponds to the eradication of the disease, so that the disease-free population can settle down at its own carrying capacity. There are two equilibria, which do not exist in the logistic model. First, \((K_-,0)\), which corresponds to the minimum viable population density in the disease-free Allee model, is always unstable. Second, there is an additional nontrivial stationary state. Denoting the larger and the smaller total population density with \(P_{3+}\) and \(P_{3-}\), respectively, there are the nontrivial states \((P_{3+},i_{3+})\) and \((P_{3-},i_{3-})\).

One of the main results is that, again, sustained periodic oscillations are not possible in the generalized Allee effect model with proportionate mixing transmission. This follows from index theory and the fact that the only unstable interior equilibrium \((P_{3-},i_{3-})\), around which a limit cycle could exist, is always saddle, cf. the Appendix.

It should be noted, that as soon as the initial total population verifies \(P(0) < K_-\), it follows from (2.8-2.9) that the population goes extinct, i.e., \(P(t) \to 0\) as \(t \to \infty\); this dynamics is driven by the Allee effect alone and independent
Table 2.2: Results of the stability analysis of the non-spatial system (2.14-2.15) with generalized logistic behaviour (2.5-2.7).

<table>
<thead>
<tr>
<th></th>
<th>$\beta(0)$</th>
<th>$\beta(K)$</th>
<th>$\frac{\alpha \beta(0)}{\sigma - g(0)}$</th>
<th>$\sigma - \alpha$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$(0, 0)$</td>
<td>unstable</td>
<td>unstable</td>
<td>unstable</td>
<td>$\sigma - \alpha$</td>
</tr>
<tr>
<td>$(0, i_2)$</td>
<td>$-$</td>
<td>$-$</td>
<td>unstable</td>
<td>g.a.s.</td>
</tr>
<tr>
<td>$(K, 0)$</td>
<td>g.a.s.</td>
<td>unstable</td>
<td>unstable</td>
<td>g.a.s.</td>
</tr>
<tr>
<td>$(P_3, i_3)$</td>
<td>$-$</td>
<td>g.a.s.</td>
<td>unstable</td>
<td>unstable</td>
</tr>
</tbody>
</table>

of the epidemics. Hence, there is always a stable extinction state with a basin of attraction containing at least $0 \leq P < K_-$ in the $(P, i)$ phase plane. The extinction state has an ultimate prevalence of either zero or $i_2 > 0$. Note that the trivial state $(0, 0)$ in the logistic model was always unstable.

Increasing the disease-related parameter combination $\sigma - \alpha$, various dynamical regimes can be observed. Due to the Allee effect, there are two bistable regimes, in which the asymptotic behaviour depends on the initial condition, and one monostable regime. These regimes are summarized in the bottom row of Table 2.1. They are: (i) population extinction or eradication of the disease, (ii) population extinction or endemicity of the disease, and (iii) disease-induced extinction. The last regime is also observed in the logistic case, cf. Table 2.2.

A closer look at Table 2.1 reveals that when $\sigma - \alpha < \beta(0)$, there are two locally stable stationary states $(0, 0)$ and $(K_+, 0)$. For $\beta(0) < \sigma - \alpha$, the disease-induced extinction state $(0, i_2)$ emerges and exchanges stability with the trivial solution. The unstable (saddle node) endemic state $(P_{3-, i_{3-}})$ also exists when $\beta(K_-) < \sigma - \alpha < \beta(K_+)$. For $\sigma - \alpha > \beta(K_+)$, $(0, i_2)$ is still a locally stable stationary state. $(K_+, 0)$ and $(K_-, 0)$ are unstable. Two endemic states can exist together, the unstable one and a stable one $(P_{3+, i_{3+}})$, wherein $P_{3+}$ is the largest root of the function $\phi(P)$ defined in (2.22) within the range $(K_-, K_+)$. Whenever this root exists, the prevalence is given by $i_{3+} = g(P_{3+})/\alpha$, see (2.21). When $\phi(P)$ does not achieve a positive maximum in the range $(K_-, K_+)$, there are no nontrivial states, and the disease-induced extinction state is globally stable.

It is instructive to consider the nullclines in the phase plane. In Fig. 2.2, this is done for the motivating example (2.12-2.13). The trivial nullclines are on the axes, while the nontrivial nullclines are quadratics, one open to the bottom and one open to the top. They intersect either in a non-feasible region (a), in a single nontrivial equilibrium (b), in two nontrivial equilibria (c) or in none nontrivial equilibrium (d). Though there is no stationary state in the latter case, the temporal dynamics exhibit a slow-down of the trajectories in the region where the nullclines are close to each other. This results in a “transient” epidemic, which is shown in Fig. 2.3.

As noted above, when $0 < P(0) < K_-$, the population dies out by the Allee effect alone. But also for $P(0) > K_-$ numerical simulations show that one may have extinction of the population for a suitable choice of $(P(0), i(0))$. This is a consequence of the joint interplay between the population reduction due to the disease and the Allee effect vital dynamics. While in the model with logistic growth extinction is only possible if $\sigma - \alpha$ is large, the Allee effect generally
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Figure 2.2: Nullclines and stationary states in model (2.14-2.15) with Allee effect (2.12-2.13). The solid and the dashed lines are the nullclines of $P$ and $i$, respectively. Black points are stable equilibria and grey points are unstable equilibria. Other parameter values as in Fig. 2.1 and $\alpha = 0.2$. Cases (a-d) correspond to the four columns from the right-hand side in Table 2.1.

Figure 2.3: Transient epidemic in model (2.14-2.15) with Allee effect (2.12-2.13), when the nullclines do not intersect and the disease-induced extinction state is globally stable. The solid and the dashed lines correspond to the course of $P$ and $i$, respectively. Parameters as in Fig. 2.2d, $P(0) = 120, i(0) = 0.1$. 
makes possible the population extinction. Hence, the Allee effect is especially important in the parameter ranges, where the logistic model allows endemicity. In turn, when the dynamics is mainly driven by the losses due to the disease, i.e., \((0, i_2)\) is globally stable, the asymptotic behaviour of the logistic and the Allee model is similar.

### 2.4 Spatial spread

Additionally accounting for diffusion as spatial propagation mechanism, this section takes into account the full system (2.1-2.2). Infected individuals are assumed not to be affected by the disease in their mobility, thus \(D = DS = DI\). Moreover, considerations are restricted to the one-dimensional space, i.e., the Laplacian is set to \(\Delta = \partial^2/\partial x^2\). Throughout this section, no-flux boundary conditions are assumed. The initial conditions generally distinguish between a left, middle and right region (which shall later reflect the wake of the host population invasion front in which the disease is introduced, the disease-free invasion front and empty space, respectively):

\[
(S(0, x), I(0, x)) = \begin{cases} 
(S_l, I_l) & \text{if } x < x_l, \\
(S_l, 0) & \text{if } x_l \leq x < x_r, \\
(S_r, 0) & \text{if } x \geq x_r,
\end{cases}
\]  

(2.16)

Throughout this paper, \(S_l\) will be set to the carrying capacity, i.e. \(S_l = K\) for the model with logistic growth and \(S_l = K_+\) for the model with Allee effect, and \(I_l = 1\). When the host population invades empty space, \(S_r = 0\), and if the diseases is introduced into a completely established population, \(S_r = S_l\).

For the numerical simulations, the Runge-Kutta scheme of fourth order is applied for the reaction part and an explicit Euler scheme for the diffusion part of the PDE. In order to handle the singularity at the extinction state, a small threshold \(\delta = 10^{-10}\) is applied. If \(S(t) + I(t) < \delta\), then the transmission terms in (2.1-2.2) are neglected. In order to suppress effects resulting from a microscopically small band of individuals propagating ahead the actual fronts ("atto-fox problem", (Mollison, 1991)), an additional threshold \(\epsilon = 10^{-5}\) is applied, below which the population densities of both susceptibles and individuals are simply reset to zero. The value of this threshold has been chosen to weaken atto-effects, but not to change the qualitative behaviour of the waves.

First it should be noted that in the disease-free model \((I = 0)\) travelling frontal waves with constant speed and shape emerge (Fisher, 1937; Kolmogorov et al., 1937; Aronson and Weinberger, 1975; Lewis and Kareiva, 1993). There is a minimum wave speed in the model with logistic growth and a unique wave speed in the model with Allee effect, which respectively are:

\[
v = 2\sqrt{rD}, \quad (2.17)
\]

\[
v = \sqrt{2aD \left(K_+/2 - K_-\right)} \quad (2.18)
\]

There are two particularities in the Allee effect model.

1. When the Allee threshold \(K_- > K_+/2\), then the population wave moves backward.
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Figure 2.4: Travelling infection wave in the SI model with logistic growth (2.3-2.4). The solid lines represent $I$, the dotted lines $S$. Displayed are different snapshots, which have been taken in a time interval with a delay of 5, beginning at $t = 5$ and ending at $t = 55$ (from left to right). Parameters as in Fig. 2.1a, $\sigma = 3.0, \alpha = 0.2, S_r = K, x_l = x_r = 5$.

2. Such one-component bistable reaction-diffusion systems are known to show nucleation-type behaviour, i.e., nuclei of a stable “phase” $P = K_+$ in an unstable phase $P = 0$ will decay unless they have reached a certain critical size, cf. (Nitzan et al., 1974; Malchow and Schimansky-Geier, 1985; van Saarlos, 2003). Otherwise, they advance with the asymptotic rate of spread given in (2.18).

2.4.1 Spread in a settled disease-free population

The situation is considered that the disease-free population has established in all the space at carrying capacity, i.e. $S_r = K$ or $S_r = K_+$, respectively, and that infected individuals are at the left-hand boundary as specified in (2.16).

The numerical simulation of the model with logistic growth is shown in Fig. 2.4. A travelling infection wave emerges and advances with a constant speed $v$. In its wake, the population settles down to the endemic state. The infection front propagates with a speed of $v = 1.2$ km/year. This matches well the wave speed which can also be easily derived by linearization of the equations “at the leading edge”, i.e., far in front of the travelling front where $S \approx K$ and $I \approx 0$. Then the equation for $I$ in (2.1-2.2) reduces to be of Skellam/Luther type (Skellam, 1951; Luther, 1906), and the minimum wave speed is

$$v = 2\sqrt{(\sigma - \alpha - b)D}.$$  \hspace{1cm} (2.19)

In the model with Allee effect, the emergence and propagation of a travelling wave can be observed, too. With the same approach as above, one obtains the wave speed

$$v = 2\sqrt{(\sigma - \alpha - a[c + (e + K_+)K_+])D}.$$  \hspace{1cm} (2.20)
Figure 2.5: Wave speed of disease spread in an established host population with Allee effect. The line is the approximation (2.20) and the data points are numerical results. Parameter values as in Fig. 2.1 with $\alpha = 0.2$. The values for the transmission coefficient $\sigma$ have been chosen according to the existence of the endemic state $(P_{3+}, i_{3+})$.

Figure 2.6: Travelling fatal epidemic with succeeding host population extinction. Model with Allee effect, parameter values as in Fig. 2.2d, $S_r = K_r, x_l = x_r = 10$.

This is an approximation and has to be taken with caution, because the travelling front in the Allee effect model is a “pushed” wave. Because the infection spreads within a population which has established at carrying capacity, we argue that (2.20) may be a reasonable approximation provided that the coexistence state is large enough. In order to check the robustness of (2.20) against $P_{3+}$, numerical simulations were run with varying transmission coefficient $\sigma$. The results in Fig. 2.5 show a very good accordance. However, we want to emphasize that in other parameter ranges where $P_{3+}$ is closer to the Allee threshold regions the match possibly might not be as good.

Both wave speed approximations include the disease-related parameters and the diffusivity. In the model with logistic growth, only the birth rate is additionally included. This reflects that the wave is “pulled”, whereas the Allee effect-wave is “pushed”, and therefore also the other vital parameters play a role, e.g., the Allee threshold and the carrying capacity.
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Figure 2.7: Travelling infection wave introduced in the wake of an invading host population with logistic growth. When the disease catches up the invading host population front, the disease spread is slowed down, but the host population (now endemic) still advances with the same speed. Parameters as in Fig. 2.4, but with $S_r = 0, x_l = 5, x_r = 100$ and $\sigma = 7$, in order to enable the catch-up.

Next, if the transmission coefficient is further increased than in Fig. 2.5, the nontrivial states disappear and the disease-induced extinction state $(0, i_2)$ is globally stable, cf. Table 2.1. Numerical simulations show the propagation of travelling pulse-like epidemics that wipe out the host population as displayed in Fig. 2.6. This effect is a result of the “transient” epidemic, cf. Fig. 2.3. The length of the pulse depends on how closely the nontrivial nullclines approach each other (Fig. 2.2d). The travelling epidemic with succeeding population extinction is associated with the stability of the disease-induced extinction state. Hence, this fatal epidemic wave can also be obtained in the model with logistic growth if the parameters are appropriately chosen, cf. Table 2.2.

2.4.2 Spread in colonizing population

Now, the host population is assumed still to be in a colonizing process, i.e. $S_r = 0$. The disease is subsequently introduced in the wake of the host population front, cf. (2.16).

In the logistic SI model with the FIV parameters, the speed (2.17) of the invading host population is larger than the speed (2.19) of the disease. Thus, the distance between the two fronts increases with time. However, the infection wave can catch up the disease-free front, if $\sigma - \alpha > 2b - m$. This is illustrated in Fig. 2.7. For a better visualization, the waves are now displayed in the $(x, t)$ plane with a grey colour shading according to the densities of susceptibles and infected. The infection and the host population invasion front combine to a travelling front of the endemic state into empty space. The numerical results show that this front moves with the same speed (2.17) as the invading host population. This means that the infection spread rate is reduced to this speed, because of which there is a kink in the expansion of $I$ in Fig. 2.7.

In the model with Allee effect, three different types of spatiotemporal dynamics can be observed when a catch-up has taken place. First, the endemic front does not move with the same speed (2.18) as the disease-free invasion front before. Instead, the endemic front either slows down or becomes recessive. The latter case of front reversal is shown in Fig. 2.8. Shortly before the catch-up, the remaining “atto-individuals” cause a hump of infection ahead of the actual
infection front. Then, there is a retreat of the total population, which corresponds to a wave of extinction, though the coexistence state is locally stable. Note the increased density of infected at the head of the retreating front. A detailed study of this phenomenon is given in Hilker et al. (2005).

Second, when there is a unique, unstable nontrivial equilibrium as in Fig. 2.2b, a travelling infection pulse emerges, which propagates jointly with the front of the host population. This corresponds to a travelling epidemic and is illustrated in Fig. 2.9. Though the infection pulse continues its advancement as long as there are no boundary restrictions, the disease fades out at a fixed location in space when the pulse has passed. Then, the population approaches the carrying capacity again – in contrast to the fatal epidemic with succeeding population extinction shown in Fig. 2.6. It should be noted, that the emergence of this travelling pulse requires appropriate values of $\sigma$, initial conditions as well as $x_l$ and $x_r$ being close enough to each other.

Third, consider the parameter region where the disease-induced extinction state is globally stable and a transient epidemic develops as in Fig. 2.3. Then the disease-free population spreads in an invasion front, and the introduced disease causes a travelling epidemic before the ultimate extinction due to the transient dynamics, cf. Fig. 2.10. Thus far this effect is the same as the fatal epidemic (Fig. 2.6). The finite initial distribution of the host population, however, induces the disappearance of the epidemic wave. When the infection catches up the invading host population, there is again a front reversal of the endemic state,
Figure 2.10: Spatially restricted epidemic in the model with Allee effect. In the non-spatial model, there is no non-trivial state and the disease-induced extinction state is globally stable. Parameters as in Fig. 2.8, except $\sigma = 3.4$, what yields the local dynamics as in Fig. 2.3. $x_l = 5, x_r = 150$.

and thus a travelling wave of extinction limits the propagation of the epidemics. This results in the spatial extinction of the total population, and the epidemic could only spread within a spatially restricted area. Note that this effect is also possible in the model with logistic growth since it is associated with the disease-induced extinction state as well as appropriate initial conditions.

### 2.5 Discussion and conclusions

This paper has investigated the impact of a strong Allee effect in the vital dynamics of an epidemiological SI model upon the temporal and spatiotemporal disease spread as well as on the host population. First of all, the Allee effect induces a threshold value in the initial conditions below which the population dies out (minimum viable population size) and a critical value of the spatial length of an initial nucleus (also called the problem of critical aggregation, cf. Petrovskii and Shigesada (2001)). Numerical simulations show that both phenomena are strengthened in the presence of the disease.

Furthermore, the Allee effect leads to bistability in the local transmission dynamics. Jointly with the minimum viable population size, this has severe implications for possible control methods, since they do not necessarily rely on reducing the basic reproductive ratio anymore. Instead, disease control could be established by shifting the system’s trajectory in the desired domain of attraction, which may be easier to manage than modifying parameter regimes.

If the infectiousness of the disease, i.e., a high transmissibility and/or a small enough virulence, is large in comparison with the demographic reproductive, the Allee effect becomes less important, because the population dynamics is dominantly driven by the disease to extinction. This disease-induced extinction state is typical for epidemiological models with proportionate mixing transmission and has also been found in models with vital dynamics of logistic, exponential or recruitment type. Similarly, sustained oscillations could not be found in the model with Allee effect, either. There are, however, three other additional features: (i) The trivial state can be locally stable. (ii) There is a second nontrivial state, which is always unstable. (iii) In the parameter range of disease-induced extinction, there is still an epidemic possible, if the nontrivial
(a) Small unfavourable habitat \((100 \leq x \leq 120)\)

(b) Larger unfavourable habitat \((100 \leq x \leq 130)\)

Figure 2.11: (a) Diffusion-enhanced survival and (b) population extinction emanating from the unfavourable habitat in the spatially heterogeneous model with Allee effect. Parameters as in Fig. 2.2c, i.e., the endemic state \((P_{3+}, i_{3+})\) is stable with \(K_+(x) = 200\). In the unfavourable habitats: \(K_+(x) = 185\), i.e., the disease-induced extinction state is globally stable (similarly to Fig. 2.2d). \(S_r = K_+, x_l = x_r = 5\).
nullclines are close to each other. The importance of transient dynamics has recently been highlighted in Hastings (2004).

The emergence and propagation of travelling frontal waves of infection have been numerically observed in a spatial setting. Analytical wave speed approximations have been derived for the cases when the disease propagates in an established host population. When the host population itself still colonizes empty space, various spatiotemporal dynamics can be observed. In the model with logistic growth the infection front is slowed down to the constant invasion speed of the host population, which is not affected by this catch-up. In contrast, in the model with Allee effect, the propagation of the host population front is either slowed down or reversed. Thus, the extinction of the invasive host population is possible when the disease is subsequently introduced. This is a mechanism which can be attributed to the joint interplay of the Allee effect, the disease and the spatial diffusion. Thus, the virus might be a potential biocontrol agent, cf. Fagan et al. (2002). A similar dynamics has been observed in predator-prey models in which the prey exhibits an Allee effect (Owen and Lewis, 2001; Petrovskii et al., 2005b). An analytical investigation of this effect is challenging because of the set of two PDEs with cubic nonlinearity, but possible approaches are presented in Hilker et al. (2005). Pathogen-driven host extinction in a spatial context has also been observed in a model of lattice structured populations (Sato et al., 1994; Haraguchi and Sasaki, 2000).

Moreover, travelling infection pulses in front of the colonizing host population can be observed if the unique endemic state is unstable in the local dynamics. This is an additional feature of the model with Allee effect. Both models with Allee effect and logistic growth can exhibit travelling fatal epidemics with host extinction in the parameter regime with the “transient” epidemic. This is associated with the globally stable disease-induced extinction state. If the initial distribution of the host population is finite, a spatially restricted infection front appears before ultimate population extinction.

Future work will also have to consider spatial heterogeneity. By way of example, we briefly address the specific case of singular spatial inhomogeneities in the parameter distribution, in order to obtain a rough impression about possible effects. Therefore, a less favourable/hostile habitat patch is assumed in which the population cannot persist due to local conditions. These considerations are restricted to the model with Allee effect, because in the logistic case no novel effects could be observed. The carrying capacity \( K_+ \) is now space-dependent and reduced in the unfavourable habitat, cf. Fig. 2.11. At the beginning, all habitats are inhabited by the disease-free population at carrying capacity, and the disease is introduced at the left-hand side, i.e. \( S_r = K_+ \) in (2.16). If the length of the habitat is below a critical value (Fig. 2.11a), then the diffusion of individuals from neighbouring locations enhances the survival at a level of high infection in the unfavourable habitat, in which the population would locally go extinct. Otherwise, cf. Fig. 2.11b, the population dies out in the unfavourable habitat after a transient epidemic phase (cf. Fig. 2.3). Then, a travelling wave of extinction, similarly to the front reversal scenario, emerges and propagates in both directions until global population extinction. These extinction waves are of considerable interest, since they destabilize coexistence states which are locally stable in local dynamics. Here, two important conclusions are to be drawn: (i) They can be induced by spatial heterogeneity, and (ii) there seems to be a critical spatial length of the heterogeneity.
Overall, the Allee effect induces a rich variety of (spatio-)temporal dynamics in the considered epidemiological model. Since it can have significant consequences on the fate of epidemics, endemics and invasions, its role has to be further investigated. Of particular interest would be the robustness of the current results against other epidemiological details such as other transmission functions, vertical transmission or disease-related reduced fertility. The extension of an exposed compartment, for instance, enables sustained oscillations if disease transmission is of mass action type (Anderson et al., 1981). Recent results indicate that the Allee effect makes possible limit cycle oscillations in an SI model with mass action transmission (Hilker et al., in prep.), even if there is no exposed compartment.
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### Appendix: Stability analysis of the non-spatial model

We consider the ODE system (2.14-2.15) with the assumptions (2.8-2.11) for a generalized strong Allee effect. For the sake of simplicity, let the prime denote differentiation with respect to $P$. We will apply this notation to $g(P)$, $\beta(P)$ and $\phi(P)$.

One may check that the domain $P \geq 0$ and $0 \leq i \leq 1$ is invariant; moreover, no trajectory starting at $P(t = 0) > 0$ and $i(t = 0) > 0$ may hit the boundary $P = 0$ or the boundary $i = 0$ in finite time. There are four (semi-)trivial stationary states:

- $P_0 = 0$ and $i_0 = 0$,
- $P_{1+} = K_+$ and $i_{1+} = 0$,
- $P_{1-} = K_-$ and $i_{1-} = 0$,
- $P_2 = 0$ and $i_2 = [\sigma - \alpha - \beta(0)]/(\sigma - \alpha)$; it is feasible, i.e., $0 < i_2 \leq 1$, if and only if $\sigma - \alpha > \beta(0)$.

Looking for a nontrivial stationary state with $0 < P_3 \leq K_+$ and $0 < i_3 \leq 1$ one finds

$$i_3 = \frac{g(P_3)}{\alpha} = \frac{\sigma - \alpha - \beta(P_3)}{\sigma - \alpha}; \quad (2.21)$$

Thus, a necessary condition to have a nontrivial stationary state is $\sigma - \alpha > 0$. Introducing the function $\phi(P)$ defined as

$$\phi(P) = (\sigma - \alpha)g(P) + \alpha\beta(P) - \alpha(\sigma - \alpha),$$

one is left with finding $P_3$ as a root of

$$\phi(P_3) = 0 \text{ in } (K_-, K_+), \quad (2.22)$$
because, by (2.8-2.9), \( g(P) \) is nonpositive in \((0, K_-)\). Still assuming \( \sigma - \alpha > 0 \), from conditions (2.10-2.11), \( \phi(P) \) is concave in this range; hence there are either 0, 1 or 2 feasible roots. Let us denote \( P_{3-} \) the root located on the increasing branch of \( \phi \) and \( P_{3+} \) the root located on the decreasing branch of \( \phi \), when such roots exist. In order to be a little bit more precise, let us recall that \( g(0) < 0 \) and \( g(K_-) = g(K_+) = 0 \); thus, using the monotonicity of the death-rate \( \mu(P) \), it follows

\[
0 \leq \beta(0) < \beta(K_-) \leq \beta(K_+) \quad \text{and} \quad \phi(K_-) \leq \phi(K_+).
\]

Hence, still assuming \( \sigma - \alpha > 0 \), one has

1. no nontrivial stationary solution when \( \phi(K_-) \geq 0 \), say \( 0 < \sigma - \alpha \leq \beta(K_-) \);

2. a unique nontrivial stationary solution \((P_{3-}, i_{3-})\), when \( \phi(K_-) < 0 \leq \phi(K_+) \), say \( \beta(K_-) < \sigma - \alpha \leq \beta(K_+) \);

3. two nontrivial stationary solutions, labelled \((P_{3-}, i_{3-})\) and \((P_{3+}, i_{3+})\), or

4. none when \( \phi(K_-) \leq \phi(K_+) < 0 \), say \( \beta(K_-) \leq \beta(K_+) < \sigma - \alpha \); this depends on whether \( \phi \) achieves a positive maximum in \((K_-, K_+)\) or not.

Figure 2.12: The number of nontrivial stationary states in model (2.14-2.15) with Allee effect (2.12-2.13) depends on the location of \( \phi(P) \). Four different cases are possible. Their numbering refers to the description in the text.

This is illustrated in Fig. 2.12. It should be noted that \( g'(P_{3+}) < 0 \): assuming the opposite yields \( \beta'(P_{3+}) > 0 \) and therefore \( \phi'(P_{3+}) > 0 \), a contradiction.

The local stability analysis of the (semi-)trivial stationary states follows from the computation of the Jacobian matrix that is either a diagonal or a triangular matrix. The results are summarized in Table 2.1. Finally, at any nontrivial stationary state

\[
J(P_3, i_3) = \begin{pmatrix} g'(P_3)P_3 & -\alpha P_3 \\ -\beta'(P_3)i_3 & -(\sigma - \alpha)i_3 \end{pmatrix}.
\]

One has \( \phi'(P_{3+}) < 0 \), so that the determinant of \( J(P_{3+}, i_{3+}) \) is positive; its trace is negative because as noted above \( g'(P_{3+}) < 0 \) and \( \sigma - \alpha > 0 \) as soon as \( P_{3+} \) is feasible, yielding the local stability of \((P_{3+}, i_{3+})\) as soon as it is feasible. Conversely, \( \det J(i_3, P_3) = -i_3 P_3 \phi'(P_3) \) so that \((P_{3-}, i_{3-})\) is unstable when it is feasible because \( \phi'(P_{3-}) > 0 \). To be more precise, \((P_{3-}, i_{3-})\) is always a saddle. Using this fact, we obtain from index theory that there cannot be any limit cycles. The index theory can give insight into the qualitative behaviour of closed orbits and multiple equilibria of planar dynamical systems (Brauer and Castillo-Chavez, 2001; Wiggins, 2003). In particular, the index of any simple closed curve is equal to the sum of the indices of all equilibria in the
interior of the curve. The index of a periodic orbit is +1. Within the positive interior, there exist either only \((P_{3-}, i_{3-})\) that is always a saddle with index -1 or also \((P_{3+}, i_{3+})\) that is always stable with index +1. Hence, there cannot be any periodic orbit – neither around \((P_{3-}, i_{3-})\) nor around both \((P_{3-}, i_{3-})\) and \((P_{3+}, i_{3+})\). Note that a homoclinic orbit should not be treated as a periodic orbit for the application of index theory (Wiggins, 2003, p. 88), because of which we restrict our conclusion to the nonexistence of limit cycle oscillations.
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Abstract

Infectious diseases are often regarded as possible explanations for the sudden collapse of biological invasions. This phenomenon is characterized by a host species, which firstly can successfully establish in a non-native habitat, but then spontaneously disappears again. This study proposes a reaction-diffusion model consisting of a simple SI disease with vital dynamics of Allee effect type. By way of travelling wave analysis, conditions are derived under which the invasion of the host population is slowed down, stopped or reversed as a consequence of a subsequently introduced disease. Hence, pathogens can drastically control the rate of spread of invasive species.

---

$^1$Reprinted with kind permission of Springer Science and Business Media. Copyright Springer 2005.
3.1 Introduction

Biological invasions are regarded as one of the most severe ecological problems, being responsible for the extinction of indigenous species, sustainable disturbance of ecosystems and economic damage. Consequently, there is increasing need and effort for the control and management of invasions. This requires the understanding of the mechanisms underlying the invasion process. Recently, many factors affecting the speed and the pattern of the spread of an introduced species have been identified, either empirically and/or theoretically, for example stochasticity (Lewis, 1997, 2000; Lewis and Pacala, 2000; Malchow et al., 2004), resource availability, spatial heterogeneity (Murray, 2003), environmental borders (Keitt et al., 2001), predation (Fagan and Bishop, 2000; Vinogradov et al., 2000; Owen and Lewis, 2001; Petrovskii et al., 2002a,b), competition (Okubo et al., 1989; Hart and Gardner, 1997), evolutionary changes (Lambinos, 2004), large-scale phenomena such as weather conditions or (long-range) dispersal/transport effects (Hengeveld, 1989; Williamson, 1996; Shigesada and Kawasaki, 1997; Clark et al., 2001). For recent reviews, see Fagan et al. (2002), Case et al. (2005), Hastings et al. (2005), Holt et al. (2005) and Petrovskii et al. (2005).

Substantial populations of introduced alien species are reported to establish successfully, but then to collapse spontaneously (Simberloff and Gibbons, 2004). This phenomenon is also referred to as population crash. Pathogens are often suggested as an explanation, but in most cases there are neither documented empirical data nor identified pathogens.

Detailed theoretical studies of the influence of infectious diseases on the spread of species are still missing, but see Petrovskii et al. (2005), though there seems to be strong empirical evidence that pathogens and parasites play a major role in invasion biology, cf. Keane and Crawley (2002), Torchin et al. (2002), Clay (2003), Tompkins et al. (2003), Anderson et al. (2004), Lee and Klasing (2004), Prenter et al. (2004) and references therein.

The goal of this paper is to find conditions under which a subsequently released disease can be responsible for the decline, block or slow-down of established invasive species. Therefore, a two-component reaction-diffusion model describing the transmission of the pathogen and the spread of the host population is introduced in the next section. The host population exhibits a strong Allee effect (Dennis, 1989; Courchamp et al., 1999; Stephens et al., 1999; Stephens and Sutherland, 1999). The peculiar role of the Allee effect in biological invasions is increasingly acknowledged in recent studies (Lewis and Kareiva, 1993; Kot et al., 1996; Veit and Lewis, 1996; Grevstad, 1999; Takasu et al., 2000; Owen and Lewis, 2001; Wang and Kot, 2001; Garrett and Bowden, 2002; Petrovskii et al., 2002a,b; Shigesada and Kawasaki, 2002; Wang et al., 2002; Liebhold and Bascompte, 2003; Cappuccino, 2004; Davis et al., 2004; Drake, 2004; Leung et al., 2004; Petrovskii et al., 2005).

Reaction-diffusion models are essential and analytically tractable tools to understand invasion dynamics (Shigesada and Kawasaki, 1997; Okubo and Levin, 2001; Murray, 2003). This study is based upon travelling wave analysis (e.g. McKean, 1970; Aronson and Weinberger, 1975; Hadeler and Rothe, 1975; Fife and McLeod, 1977), in order to determine the front speeds which correspond to the asymptotic rate of spread. This approach can be traced back to the seminal works of Luther (1906), Fisher (1937), Kolmogorov et al. (1937) and Skellam.
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\[ \beta(P) P \]

\[ \sigma \frac{SI}{P} \]

\[ \mu(P) S \]

\[ [\mu(P) + \alpha] I \]

Figure 3.1: Transfer diagram of the infectious disease. More explanations can be found in the text.

(1951).

The outline of this paper is as follows. First, the model is described in section 3.2. Then, examples of different patterns of spread are given by way of numerical simulations, including both the slow-down of invasion and the population decline to ultimate extinction. The travelling wave analysis in section 3.4 reveals the conditions for the different behaviour. Finally, these results are discussed and related to similar work and a more general view of invasion patterns.

3.2 Mathematical model

We consider a spatiotemporal model for the spread of an invading species and its interplay with an introduced infectious disease. Therefore, the total population density \( P = P(t, x) \geq 0 \) at time \( t \) and spatial location \( x \) is split into a susceptible \( S = S(t, x) \geq 0 \) and an infected part \( I = I(t, x) \geq 0 \) with \( P = S + I \). The epidemiological structure of the considered infectious disease is illustrated by the transfer diagram in Figure 3.1. Let \( g(P) \) be the per-capita growth rate. We assume that the host population is subject to a strong Allee effect, say

\[ g(P) = a(K_+ - P)(P - K_-), \]

(3.1)

where \( K_+ > 0 \) is the carrying capacity and \( K_- \), \( 0 < K_- < K_+ \), is the minimum viable population density, below which the disease-free population goes extinct due to the Allee effect. The parameter \( a > 0 \) regulates the maximum growth rate. There is no recovery from the disease: Once a susceptible individual is exposed, it remains lifelong carrier of the pathogen. Transmission between susceptibles and infected is via the standard incidence, also called proportionate mixing or frequency-dependent transmission, cf. Nold (1980), Hethcote (2000) and McCallum et al. (2001). Infected individuals suffer an additional disease-related mortality \( \alpha > 0 \), also called the virulence. There is no vertical transmission, i.e., infected do not transmit the disease to their offspring. Thus, infected reproduce into the susceptible class, and the per-capita net growth rate is split into

\[ g(P) = \beta(P) - \mu(P) \]

with \( \beta(P) \geq 0 \) being the fertility function and \( \mu(P) \geq 0 \) being the mortality function. We shall consider the following forms of \( \beta(P) \) and \( \mu(P) \), for which
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\( (3.1) \) holds:

\[
\beta(P) = a(-P^2 + [K_+ + K_- + e]P + c), \quad (3.2)
\]
\[
\mu(P) = a(eP + K_+ K_- + c), \quad (3.3)
\]

with parameters \( c \geq 0 \) and \( e \geq 0 \). The fertility function is quadratic and concave, i.e., \( \beta(P) \) is increasing with \( P \) for low densities, reaching a maximum value at some intermediate density and decreasing for high densities. This may be due to biological reasons inducing the Allee effect, see the references in the introduction. The mortality function is assumed to increase linearly with the population density as it is usually assumed in logistic growth models. Note that with increasing values of the parameter \( e \), the decreasing branch of the fertility function becomes less prominent in the range \( P \in [0, K_+] \). In the mortality function, the effect of density dependence increases with \( e \). The parameter \( c \) controls both vital functions in a density-independent way. Strictly speaking, equations (3.2-3.3) make sense as long as the fertility function remains nonnegative; this holds true at least for \( 0 \leq P \leq K_+ + K_- + e \) which is sufficient for this model. Together with diffusion as spatial propagation mechanism, we obtain a system of two partial differential equations (PDEs)

\[
\frac{\partial S}{\partial t} = -\sigma \frac{SI}{P} + \beta(P)P - \mu(P)S + D_S \Delta S, \quad (3.4)
\]
\[
\frac{\partial I}{\partial t} = \sigma \frac{SI}{P} - \mu(P)I - \alpha I + D_I \Delta I, \quad (3.5)
\]

where \( \Delta \) is the Laplacian and \( \sigma > 0 \) the transmission coefficient. This model has been proposed and investigated by Hilker et al. (accepted) for equal diffusion coefficients \( D = D_S = D_I \), because the disease is assumed not to affect the spreading behaviour. The same assumption will be used in this paper.

In their numerical simulations, they found that a spreading population can go extinct, when the disease is supplementarily introduced. This is a spatial phenomenon, because in the spatially homogeneous case both the host population and the disease coexist. This paper is concerned with an analytical explanation of this effect. Therefore, we restrict ourselves to one-dimensional space, i.e. \( x = x \), and introduce the dimensionless quantities

\[
\tilde{S} = \frac{S}{K_+}, \quad \tilde{I} = aK_+^2 t, \quad \tilde{x} = K_+ \sqrt{\frac{\alpha}{D_x}},
\]
\[
\tilde{I} = \frac{I}{K_+}, \quad \tilde{u} = \frac{K_-}{K_+} \in (0,1), \quad \tilde{\alpha} = \frac{\alpha}{aK_+^2} > 0,
\]
\[
\tilde{\sigma} = \frac{\sigma}{aK_+^2} > 0, \quad \tilde{c} = \frac{c}{K_+^2} \geq 0, \quad \tilde{\epsilon} = \frac{e}{K_+} \geq 0.
\]

Dropping the tildes for notational simplicity, we thus obtain for (3.4-3.5) the system

\[
\frac{\partial S}{\partial t} = -\sigma \frac{SI}{P} + [(1 + u + e - P)P + c]P - (eP + u + c)S + \frac{\partial^2 S}{\partial x^2}, \quad (3.6)
\]
\[
\frac{\partial I}{\partial t} = \left[ \sigma \frac{S}{P} - eP - u - c - \alpha \right] I + \frac{\partial^2 I}{\partial x^2}, \quad (3.7)
\]
where $P = S + I$ now denotes the dimensionless total population density. The number of parameters has been reduced from eight to five. System (3.6-3.7) is studied along with no-flux boundary conditions. Because we are interested in an invasion problem with a subsequently introduced disease in the wake of the invasion, we differentiate three regions of initial conditions. Without loss of generality, the right boundary is assumed to be still non-invaded. In the middle, there are only susceptibles. At the left boundary, the disease is assumed to have been introduced such that susceptibles and infected coexist:

$$S(0, x) = \begin{cases} S_l > 0 & \text{if } x < x_S \text{ and } 0 \text{ otherwise} \\ S_l & \text{if } x_I < x < x_S \end{cases},$$

$$I(0, x) = \begin{cases} I_l > 0 & \text{if } x < x_I \text{ and } 0 \text{ otherwise} \\ I_l/(S_l + I_l) & \text{if } x < x_I \end{cases},$$

with $x_S > x_I > 0$. There is a singularity in system (3.6-3.7) at the trivial solution. Introducing the prevalence $i = I/P \in [0, 1]$, we reformulate (3.6-3.9) in $(P, i)$ space:

$$\frac{\partial P}{\partial t} = [(1 - P)(P - u) - \alpha i] P + \frac{\partial^2 P}{\partial x^2},$$

$$\frac{\partial i}{\partial t} = [(\sigma - \alpha - c - (1 + u + e - P)P - (\sigma - \alpha)i] i$$

$$\frac{2 \partial P}{P} \frac{\partial i}{\partial x} + \frac{\partial^2 i}{\partial x^2},$$

$$P(0, x) = \begin{cases} S_l + I_l & \text{if } x < x_I \\ S_l & \text{if } x_I < x < x_S \\ 0 & \text{if } x \geq x_S \end{cases},$$

$$i(0, x) = \begin{cases} I_l/(S_l + I_l) & \text{if } x < x_I \\ 0 & \text{if } x_I < x < x_S \\ i_r \in [0, 1] & \text{if } x \geq x_S \end{cases}. $$

Note the convenient expressions in (3.10), but due to the transformation, (3.11) contains a term with the inverse of $P$ and the spatial derivatives of both $P$ and $i$. However, if we consider the spatially homogeneous version of (3.10-3.11), the singularity vanishes. The stationary states and their stabilities are summarized in Table 3.1. They have been found by Hilker et al. (accepted) for a generalized model with $\beta(P)$ being concave and $\mu(P)$ being nondecreasing and convex. There may be up to six equilibria. Periodic solutions are proven not to exist (Poincaré-Bendixson theory). The dynamics are bistable. If $\sigma - \alpha < c$, the disease cannot establish and the host population either goes extinct or approaches the carrying capacity, depending on the initial conditions. Further increasing the disease-related parameter combination $\sigma - \alpha$, the trivial solution becomes unstable and the disease-induced extinction state $(0, i_2 = 1 - \frac{\alpha}{\sigma - \alpha})$ emerges. This equilibrium corresponds to extinction as a consequence of infection (de Castro and Bolker, 2005). While the host population tends to zero, the prevalence approaches $i_2 > 0$. Next, if $\sigma - \alpha > u + c + uc$, up to two coexistence states appear. The smaller one $(P_{3-}, i_{3-})$ is always unstable, while the larger one $(P_{3+}, i_{3+})$ changes stability with the disease-free carrying capacity state and is locally stable as soon as it exists. The nontrivial equilibria disappear if
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\[
\begin{array}{cccccc}
 & c & u + c +ue & u + c +e & \text{Eq.s (3.13-3.14)} & \sigma - \alpha \\
(0, 0) & \text{l.a.s.} & \text{unstable} & \text{unstable} & \text{unstable} & \text{unstable} \\
(0, i_2) & - & \text{l.a.s.} & \text{l.a.s.} & \text{l.a.s.} & \text{g.a.s.} \\
(u, 0) & \text{unstable} & \text{unstable} & \text{unstable} & \text{unstable} & \text{unstable} \\
(1, 0) & \text{l.a.s.} & \text{l.a.s.} & \text{l.a.s.} & \text{unstable} & \text{unstable} \\
(P_{3-, i_3-}) & - & - & \text{unstable} & \text{unstable} & - \\
(P_{3+, i_3+}) & - & - & - & \text{l.a.s.} & - \\
\end{array}
\]

Table 3.1: Results of the stability analysis of the spatially homogeneous version of (3.10-3.11). The left column contains the stationary states \((P^*, i^*)\). The other columns are divided according to the parameter regions along the ray for \(\sigma - \alpha\) which are separated by the values in the top row. The most right column corresponds to the case that additionally equations (3.13-3.14) hold. “l.a.s.” stands for locally asymptotically stable, “g.a.s.” for globally asymptotically stable, and “-” means that the stationary state does not exist or is not feasible.

Additionally

\[
e > \frac{\sigma}{\alpha} (1 - u) ,
\]

\[
c < \frac{(\sigma - \alpha)(u + \alpha)}{\alpha} - \frac{[\sigma(1 + u) + \alpha e]^2}{4\alpha \sigma} .
\]

In this case the dynamics are monostable with a globally stable disease-induced extinction state. The total population densities of the coexistence states are

\[
P_{3+,3-} = \frac{1}{2} \left[ 1 + u + \frac{e\alpha}{\sigma} \pm \sqrt{\left( 1 + u + \frac{e\alpha}{\sigma} \right)^2 - \frac{4}{\sigma} [(\sigma - \alpha)(u + \alpha) - \sigma a]} \right] .
\]

They can be found as the roots of the two nontrivial, quadratic nullclines

\[
i(P) = \frac{(1 - P)(P - u)}{\alpha} = \frac{\sigma - \alpha - c - (1 + u + e - P)P}{\sigma - \alpha} ,
\]

which are displayed, for example, in Figure 3.6a.

### 3.3 Slow-down and reversal of invasion fronts: numerical observations

When the invasion front of the host population is not influenced by the disease, for example if \(i = 0\), system (3.10-3.11) reduces to a single-species model in which growth is described by a strong Allee effect. In this case, the invasion takes place via a travelling frontal wave with the unique speed

\[
v = \frac{1}{\sqrt{2}} (1 - 2u) ,
\]
cf. Lewis and Kareiva (1993). If $u < 1/2$, the population front propagates in positive direction, while it runs backward otherwise.

In this paper, we assume that the population initially propagates forward, say $0 < u < 1/2$, and still continues spreading, when the disease is introduced in the wake of the invasion front of the host species, i.e.,

- we restrict to the parameter region in which the coexistence state is stable, cf. Table 3.1,

- the initial conditions prevent mere extinction due to the Allee effect, say (i) at least $P_t > u$ and (ii) the spatially critical threshold length is exceeded (Hilker et al., accepted), i.e., $x_S$ is large enough.

This section is concerned with numerical simulations. The second summand on the right-hand side of (3.11) causes enormous numerical difficulties. Note that it can be interpreted as an advection term with velocity

$$-\frac{2}{P} \frac{\partial P}{\partial x},$$

i.e., the direction of the advection depends on the spatial gradient of $P$. The term does not play a role at the head and the wake of the fronts, because there at least one of the spatial derivatives vanishes. However, this term could become important, if the transition layers of both fronts for $P$ and $i$ overlap. Therefore, we consider for the numerical simulations system (3.6-3.9). In order to numerically handle the singularity, a threshold $\delta$ is applied, below which the transmission terms are set to zero. Throughout this paper, it will be kept as small as $\delta = 10^{-100}$. As will become evident below, the reason behind is that the extinction state $S = I = 0$ is stable. Experiences from numerical simulations elucidate that this extremely small choice of $\delta$ is necessary, in order to avoid artificial effects at the propagating wave front. Moreover, a sufficiently small time discretization is required.

Extensive numerical investigations indicate the emergence of travelling frontal waves. An example is given in Figure 3.2, where the numerical solutions are displayed in $P$ and $i$ state variables. At the head of the population front, the host species continues invasion in open space with speed $v_1$. The infection spreads into the susceptible population at carrying capacity with speed $v_2$ and settles towards the coexistence state (Figure 3.2a). If the prevalence front comes closer to the population front, there is a sudden boost of the prevalence in front of the population front (Figure 3.2b,c). Due to diffusion, there is a band of microscopic prevalence values moving ahead the actual prevalence front. Together with small total population densities, the system dynamics quickly tends to the disease-induced extinction state, because the trivial state is unstable. The travelling wave thus connects the coexistence state with the disease-induced extinction state, which has to establish from the trivial state. A too small choice of the threshold $\delta$ in the numerical scheme would affect an abrupt interruption of the rapid propagation of the disease-induced extinction state through the empty space (with speed $v_3$). Note that it is instructive to display the dynamics in $P$ and $i$, because otherwise the decisive distinction between the unstable trivial state $(0,0)$ and the stable disease-induced extinction state $(0,i_2)$ would be not as obvious.
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Figure 3.2: Reversal of invasion fronts, when the introduced disease catches up the front of the host population. The solid line represents $P$, the dotted line $i$. Solutions are obtained, as throughout this paper, by integrating (3.6-3.9) with the Runge-Kutta scheme of fourth order for local interactions, with the explicit Euler scheme for diffusion and applying a threshold as described in the text due to the singularity at the trivial state. Other parameter values: $\alpha = 0.5, \sigma = 1.6, c = 0.1, e = 0.5, u = 0.1, S_l = 1, I_l = 0.001, x_S = 500, x_I = 200.$
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Figure 3.3: Range expansion of the total population for $\alpha = 0.3$ (slow-down) and $\alpha = 0.5$ (reversal). The range is the (dimensionless) distance which is occupied by the species with densities above some threshold, here set to 0.01. The slopes of the displayed lines correspond to the wave speeds. Other parameters as in Figure 3.2.

The appearance of the prevalence “hump” in front of the front is a transient effect of small densities, which has also been referred to as the “atto-fox problem” (Mollison, 1991). Since this is often regarded as artificial, note that the effect could be damped by simply applying an appropriate threshold, below which densities are set to zero, cf. Gurney et al. (1998), Gurney and Nisbet (1998) and Cruickshank et al. (1999). But the results would qualitatively remain the same, namely the disease-induced extinction state propagates to the right-hand side, while the coexistence state moves with speed $v_4$. In the shown example, the population front becomes recessive (Figure 3.2d-f), and the population ultimately goes extinct. For other parameter values, e.g. a smaller value of the virulence, the population front remains invasive, but with a slower wave speed, i.e. $v_4 < v_1$. This reversal and slow-down of the invasion fronts are illustrated in the range expansion diagram in Figure 3.3.

The next section is concerned with finding analytical conditions for either the slow-down or the reversal. This is achieved by deriving approximations for the wave speed $v_4$.

### 3.4 Travelling wave analysis

Although there are some results proving the existence of travelling wave solutions to systems similar to (3.6-3.9), e.g. Dunbar (1983, 1984, 1986), Hosono (1989), Huang et al. (2003) and Li et al. (submitted), we know of no proof of travelling wave solutions for this specific system. For the case that one species (predator) spreads into the range of another spreading species (prey), simulations by Sherratt et al. (1995, 1997) and Petrovskii and Malchow (1999, 2001) show that spatiotemporal dynamics can result in irregular oscillations – provided that the local dynamics fulfill some special conditions. Since these requirements differ from the properties of our model, we do not expect such a behaviour. As a
result from the numerical simulations in the previous section, we consider travelling wave solutions to (3.10-3.12) of the form $\tilde{P}(z) = P(t, x)$ and $\tilde{i}(z) = i(t, x)$ with $z = x - vt$ and wave speed $v$. Omitting the tildes for notational simplicity and substituting yield the following system of ordinary differential equations of second order

$$
0 = P'' + vP' + [(1 - P)(P - u) - \alpha i] P , \quad (3.18)
$$

$$
0 = i'' + \left( v + \frac{2}{P} \right) i' + \left[ \sigma - \alpha - (1 + u + e - P)P - c - (\sigma - \alpha)i \right] i , \quad (3.19)
$$

where the prime denotes differentiation with respect to $z$. Focusing on the situation lastly discussed in the previous section, cf. Figure 3.2f, we specify the boundary conditions as

$$
P(1) = P_3+, \quad P(\infty) = 0 , \quad i(1) = i_3+ , \quad i(\infty) = i_2 .
$$

Our main interest is in the direction of the travelling wave, say whether it moves to the left or to the right. Because of this we consider equation (3.18) for the total population density. By introducing $Q = P'$, this single equation of second order can be reduced to a system of two equations of first order, namely

$$
P' = Q , \quad (3.20)
$$

$$
Q' = -vQ - [(1 - P)(P - u) - \alpha i] P , \quad (3.21)
$$

with boundary conditions

$$
P(-\infty) = P_3+ , \quad P(\infty) = 0 , \quad Q(-\infty) = 0 , \quad Q(\infty) = 0 .
$$

Note that (3.21) depends on the prevalence $i$, which induces mathematical difficulties. In subsection 3.4.1, we will determine exact wave speeds for cases, in which we can make use of different time scale dynamics. This enables us to approximate the prevalence. In subsection 3.4.2, we show that we can also find good approximations for other cases.

### 3.4.1 Exact wave speed solutions for fast dynamics

Our model depends on five parameters, cf. (3.18-3.19). However, $u$ is restricted to be within the interval $(0, 0.5)$, cf. section 3.3. Furthermore, the virulence $\alpha$ cannot be very large, because otherwise there are too many deaths due to the disease, and vital dynamics would become irrelevant. Thus, there remain the three parameters $\sigma$, $e$ and $c$. In this subsection, we will investigate the cases in which the transmission coefficient $\sigma$ becomes very large. This situation may arise when the disease is transmitted very fast. Moreover, the combinations of additionally large growth parameters $e$ and/or $c$ are also taken into account. In all these cases, a unique wave speed can be approximated analytically. The case that $\sigma$ is small will be considered in the next subsection.

Firstly, we assume that both the disease transmission as well as the vital dynamics (births and deaths) occur on a fast time scale, i.e., we replace $e$, $c$ and
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$$\frac{\partial i}{\partial t} = [\sigma - \varepsilon\alpha - c - (\varepsilon + \varepsilon u + e - \varepsilon P)iP - (\sigma - \varepsilon\alpha)i]i + \varepsilon \frac{2}{P} \frac{\partial P}{\partial x} \frac{\partial i}{\partial x} + \varepsilon \frac{\partial^2 i}{\partial x^2}.$$

With $\varepsilon \to 0$, this reduces to

$$0 = [\sigma - c - eP - \sigma i]i,$$

and thus $i = 0$, which corresponds to the disease-free states, or

$$i = 1 - \frac{c}{\sigma} - \frac{e}{\sigma}P \quad (3.22)$$

for cases in which the infection can establish. The total population density of the stable coexistence state reduces to

$$P_{3+} = \frac{1}{2} \left[ 1 + u + \frac{\varepsilon\alpha}{\sigma} + \sqrt{\left(1 + u + \frac{\varepsilon\alpha}{\sigma}\right)^2 - 4 \left(u + \alpha - \frac{\varepsilon\alpha}{\sigma}\right)} \right]. \quad (3.23)$$

Hence, the prevalence can be described by the linearly decreasing straight line (3.22), cf. Figure 3.4a. Incorporating this in (3.20-3.21) yields

$$P' = Q,$$

$$Q' = -vQ - \left[(1 - P)(P - u) - \alpha \left(1 - \frac{c}{\sigma} - \frac{e}{\sigma}P\right)\right]P.$$

We are looking for a heteroclinic connection between $(P, Q) = (P_{3+}, 0)$ and $(P, Q) = (0, 0)$. Therefore, following Lewis and Kareiva (1993) and Murray (2002), we make the ansatz

$$P' = Q = AP(P_{3+} - P).$$

Then

$$P'' = AP'(P_{3+} - 2P) = A^2 P(P_{3+} - P)(P_{3+} - 2P),$$

and substituting these expressions together with (3.22) in (3.18) yields

$$0 = \left[\left(2A^2 - 1\right)P^2 + \left(1 + u + \frac{\varepsilon\alpha}{\sigma} - vA - 3A^2 P_{3+}\right)\right]P$$

$$-u - \alpha + \frac{c\alpha}{\sigma} + vAP_{3+} + A^2 P_{3+}^2 \quad (3.23)$$

This equation must hold for all $P \in [0, P_{3+}]$. For $P = 0$ it obviously does, and for all other values of $P$ we require that $c_2 = c_1 = c_0 = 0$. From $c_2 = 0$ we obtain a condition for $A$, namely

$$A = \pm \frac{1}{\sqrt{2}},$$

and from the remaining two conditions $c_1 = c_0 = 0$ we obtain equations for the wave speed $v$. They must be equal, which they are, indeed, for the values of $A$ as above and $P_{3+}$ as in (3.23).
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Figure 3.4: Solutions of the PDE system (3.6-3.9), restricted to the asymptotic propagation of the travelling fronts, displayed in \((P, i)\) phase plane with cross points, for different cases of fast dynamics. The solid lines are the prevalence approximations as given in the respective panel. The dotted lines are the nullclines of the total population, cf. the left part of (3.16). Parameter values: (a) \(e = c = 100.0, \sigma = 205.0, \alpha = 0.5\), (b) \(e = 100.0, c = 0.1, \sigma = 205.0, \alpha = 0.15\), (c) \(e = 100.0, c = 0.1, \sigma = 205.0, \alpha = 0.2\), (d) \(e = c = 0.1, \sigma = 205.0, \alpha = 0.12\). All other values have been kept as \(u = 0.3, S_I = S_{I^+}, I_I = I_{I^+}, x_S = 500, x_I = 200\).
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Figure 3.5: Analytically derived wave speeds (3.24-3.27) for the different combinations of fast transmission and vital dynamics, cf. Figure 3.4 (same parameter values). The points are numerically obtained results.

Because we are looking for a connection from \((P, P_0) = (P_{3+}, 0)\) to \((P, P') = (0, 0)\), \(P\) must decrease, which means that \(P' \leq 0\) and that the trajectory is situated in the fourth quadrant. Hence, choosing \(A = -1/\sqrt{2}\), we obtain the unique wave speed

\[
v = \frac{\sqrt{2}}{4} \left[ -1 - u - \frac{c\alpha}{\sigma} + 3\sqrt{\left(1 + u + \frac{c\alpha}{\sigma}\right)^2 - 4\left(u + \alpha - \frac{c\alpha}{\sigma}\right)} \right]. \tag{3.24}
\]

Figure 3.5a shows (3.24) in comparison with the numerically obtained values, demonstrating that the speeds match very well.

Next, we can repeat this procedure analogously for all other cases of fast dynamics, obtaining approximations for the prevalence as given and plotted in Figure 3.4b-d. Note that a large \(c\) corresponds to the situation, in which both the fertility as well as the mortality function occur on a fast time scale. For a large \(e\), the effect of density dependence is increased. Hence, the dynamics become fast for high densities. The respective approximations of \(i\) are in all cases straight lines. If \(e\) is large, then they depend on \(P\) (Figure 3.4a-b). Otherwise, \(i\) can be approximated by a constant. For large values of \(c\), this constant is below unity (Figure 3.4c), otherwise it is exactly unity (Figure 3.4d). The corresponding
wave speeds are
\[ v = \frac{\sqrt{2}}{4} \left[ -1 - u - \frac{c\alpha}{\sigma} + 3\sqrt{(1 + u + \frac{c\alpha}{\sigma})^2 - 4(u + \alpha)} \right] \text{ (large } c, \sigma) , \quad (3.25) \]
\[ v = \frac{\sqrt{2}}{4} \left[ -1 - u + 3\sqrt{(1 + u)^2 - 4 \left( u + \alpha - \frac{c\alpha}{\sigma} \right)} \right] \text{ (large } c, \sigma) , \quad (3.26) \]
\[ v = \frac{\sqrt{2}}{4} \left[ -1 - u + 3\sqrt{(1 - u)^2 - 4\alpha} \right] \text{ (large } \sigma) . \quad (3.27) \]

The plots in Figures 3.5b-d underline the good approximation of the wave speeds obtained in numerical simulations. The analytic solutions reveal that the waves exist, i.e., \( v \) is a real number, as soon as the stable coexistence states exist in the corresponding situations, cf. for instance (3.23). Note that \( v \) can become negative. In this case, there is a reversal of the invasion front. A zero-velocity corresponds to the stop of the invasion. Though such a stationary front is superimposed by noisy fluctuations in nature and thus unlikely to be observed, this can be an explanation for at least transient species borders in spatially homogeneous environments, cf. Holt et al. (2005) and references therein. In the case that exclusively \( \sigma \) is large, the speed only depends on \( u \) and \( \alpha \). In the other cases, the speed additionally depends on \( e \), \( c \) and \( \sigma \). To be more precise, just the ratios of \( e/\sigma \) and \( c/\sigma \) influence the rate of spread. Note that in all the cases of fast dynamics, the prevalence is approximated by its nullcline of the non-spatial model. This is due to the fact that the disease transmission occurs on the fast time scale.

### 3.4.2 Approximations for small \( \sigma \)

If \( \sigma \) is small, which corresponds to a slow transmission of the disease, while the vital dynamics occur on a fast time scale, i.e., one or both of the parameters \( e \) and \( c \) are large, then the disease cannot establish. This means, that there is no coexistence state, cf. the parameter regions in Table 3.1. In the last remaining situation neither the disease transmission nor the vital dynamics occur on a fast time scale. In this case, the prevalence cannot be approximated as before. However, experiences from numerical simulations indicate that, nonetheless, an estimate of the unique wave speed can be obtained.

Consider for example the dynamics in Figure 3.6a, which corresponds to the situation shown in Figure 3.2. There is still an apparent similarity between the PDE solution and the nullcline of the prevalence, cf. (3.16), which makes us to try to approximate \( i \) in this way. I.e., we incorporate the ansatz
\[ i = 1 - \frac{c}{\sigma - \alpha} - \frac{1 + u + e}{\sigma - \alpha} P + \frac{1}{\sigma - \alpha} P^2 , \]
cf. (3.16), in equation (3.21) and proceed as in subsection 3.4.1, thus obtaining the unique wave speed
\[ v = \sqrt{\frac{2(\sigma - \alpha)}{\sigma} \left[ \frac{3\sigma}{2(\sigma - \alpha)} P_{3^+} - 1 - u - \alpha \frac{1 + u + e}{\sigma - \alpha} \right] } , \quad (3.28) \]
with \( P_{3^+} \) as in (3.15). This analytical approximation is plotted against the virulence in Figure 3.6b (dotted line). The predicted wave speeds closely match
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Figure 3.6: (a) Asymptotic front solution of the PDE system (3.6-3.9), displayed in \((P, i)\) phase space with cross points. The solid and the dotted line are the nullclines of \(i\) and \(P\), respectively. (b) Analytically approximated wave speeds (3.28) in dotted line and (3.30) in solid line. The points are numerically obtained results. Parameter values as in Figure 3.2.

The numerically observed ones. Only for intermediate values of \(\alpha\), there are slight underestimations. Note that the wave speed becomes positive again for large virulences, i.e., the population front propagates forward again.

There are, however, situations in which the PDE solution cannot be approximated by the nullcline, and these can naturally be assumed to be the more general case. An example is given in Figure 3.7a: The PDE solution would suggest rather a singular perturbation analysis than an approximation by the nullcline. Yet another approach shall be guided now. We seek for another approximation of the term \((1 - P)(P - u) - \alpha i\) in equation (3.18). Let us try

\[
(1 - P)(P - u) - \alpha i = (P_{3+} - P)(P - P_{3-}) ,
\]

of which we know that this clearly holds for \(i = P_{3+}\) and \(i = P_{3-}\). Note that this ansatz corresponds to the case if \(i\) would be a constant (as for example in the single-species models in Murray (2002, 2003)). Figure 3.7b shows both the left-hand side and the right-hand side of (3.29) with values of \(i\) from the numerical front solution. They are in good accordance for all \(P \in [0, P_{3+}]\). Hence, let us make use of this approximation and substitute the term \((1 - P)(P - u) - \alpha i\) in (3.21) by the right-hand side of (3.29). Then we obtain

\[
P' = Q ,
\]
\[
Q' = -vQ - (P_{3+} - P)(P - P_{3-})P .
\]

Finally, we yield the following simple expression for the unique wave speed

\[
v = \frac{1}{\sqrt{2}} [P_{3+} - 2P_{3-}] .
\]

As we can easily see, the wave exists if the coexistence states exist. An invasion front is predicted to be reversed, if the stable coexistence state is not at least twice larger than the unstable one. The spread rate is always smaller than (3.17), because \(0 < u < P_{3-} < P_{3+} < 1\). This means that the introduction of the disease slows down the host population. In Figure 3.7c, (3.30) is plotted against \(\alpha\) and compared with the numerically obtained wave speeds, demonstrating a good accordance. This parameter setting is an example in which the wave
60 3.) Pathogens can slow down or reverse invasion fronts of their hosts

\begin{figure}[h]
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\caption{(a) Asymptotic front solution of the PDE system (3.6-3.9), displayed in \((P, i)\) phase plane with cross points. The solid and the dotted line are the nullcline of \(i\) and \(P\), respectively. (b) Approximation of the term \((1 - P)(P - u) - \alpha i\) (crosses) by the right-hand side of (3.29) (solid line). The data for \(i\) stem from the front solution of the PDE system. (c) Approximated wave speed (3.30) in solid line and numerically calculated data (points). Parameter values: \(u = 0.2, e = 0.1, c = 0.4, \alpha = 0.1, \sigma = 0.9, S_t = S_{3+}, I_t = I_{3+}, x_S = 100, x_I = 50.\) Speeds do not become negative for feasible \(\alpha\). Actually, equation (3.30) can also be applied to the parameter setting in Figure 3.6. The resulting wave speed approximation is plotted in Figure 3.6b as well (in solid line). Compared with (3.28), (3.30) fits very accurately for intermediate values of \(\alpha\), while there is a slight underestimation for large values. However, both estimates yield the same threshold values of the virulence for the transitions from an invasive to a recessive wave and vice versa.

The wave speeds for the fast dynamics as summarized in subsection 3.4.1 can be obtained as special cases of both (3.28) and (3.30) by simply letting the respective parameters become large. All these wave speed approximations as well as the disease-free wave speed (3.17), are particular cases of the fundamental setting with cubic nonlinearities in the interaction term of the PDE. Say, if \(r_0, r_1, \text{ and } r_2\) denote the roots of this polynomial, then the wave speed is given by

\[ v = \frac{1}{\sqrt{2}} [r_2 - 2r_1 + r_0]. \]

In the case of (3.30) we have \(r_2 = P_{3+}, r_1 = P_{3-}\) and \(r_0 = 0.\)

Finally, we are interested in the impact of the Allee threshold \(u\) on the reversal dynamics. In Figure 3.8, the predicted wave speeds (3.30) are plotted against both the virulence and the Allee threshold. For fixed values of \(u\), there is a minimum wave speed for some intermediate virulence \(\alpha\). When the Allee threshold is varied, the wave speed decreases with \(u\). This can also easily be checked by looking at the wave speed equations and their dependence on \(u\). The
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Figure 3.8: Dependence of the analytic wave speed solution (3.30) on the Allee threshold $u$ and the virulence $\alpha$. The points are numerically calculated wave speeds. The grey lines are isolines of zero-wavespeed and indicate transition from a recessive to an invasive wave. The thick black line delineates the feasible parameter region in which the coexistence state exists. Other parameters chosen as in Figure 3.2.

parameter regions, in which a front reversal is possible, gets larger with increasing Allee threshold. Recall that for $u > 0.5$ the disease-free host population wave would be recessive anyway.

3.5 Discussion and conclusions

In this paper, we have considered a reaction-diffusion model describing the spatiotemporal spread of a species which is governed by a strong Allee effect as well as an infectious disease. The invasion takes place via a travelling frontal wave. It has been shown that this invasion front of the host population can be slowed down, stopped or reversed by subsequently introduced pathogens. The invasion reversal and thus the ultimate population extinction depend on the virulence. When the additional disease-related mortality is within a certain range, the deaths due to infection overbalance the growth at the head of the population front.

The asymptotic rate of propagation decreases with an increasing strength of the Allee effect, i.e. a larger threshold $u$. This agrees with the results from single-species models, in which Allee effects slow down travelling wave solutions of reaction-diffusion (Lewis and Kareiva, 1993; Wang and Kot, 2001) and integrodifference equations (Wang et al., 2002). The possible reversal of invasion fronts has also been found by Owen and Lewis (2001) in a predator-prey model where the prey exhibits an Allee effect. Predator-prey and epidemiological SI models obey some structural analogy. Critical parameters for the reversal of the fronts are the predator mortality and the disease-related mortality, respectively. In both the predator-prey and the infectious disease model, the local models with neglected diffusion would predict coexistence. Recessive waves ("waves of extinction") have also been observed by Lewis and van den Driessche (1993) in a model of sterile insect release, in order to control an insect invasion. It would be interesting to know, what happens in a competition or any other model with
negative impact on the focal species, when the latter is subject to an Allee effect.

This study has shown that reversal is possible for Allee thresholds \( u \) even approaching zero. Owen and Lewis (2001) have observed in their examples critical thresholds of about \( u = 0.4 \) for prey-predator interactions of simple Lotka-Volterra type and of about \( u = 0.3 \) for prey-predator interactions of Holling type III. Future work will have to consider different transmission functions. For instance, considering mass action transmission could also investigate whether the reversal depends on the disease-induced extinction state. Since the recessive waves are possible in prey-predator systems with Lotka-Volterra interaction, we would expect them to occur also in epidemiological models with transmission dynamics other than the standard incidence.

Owen and Lewis (2001) assumed that the predator diffuses much faster than the prey species, which, from a mathematical point of view, allows the application of singular perturbation theory. Here, we have considered equal diffusion coefficients of susceptibles and infected. The assumptions that some dynamical components are fast allowed to tract the problem analytically. Alternative approaches were also proposed which are based upon numerically observed features to guide an ansatz for deriving the wave speed expression as well. The diffusion coefficient of the infected could also be assumed to be reduced as a result of the infection. Hence, the diffusion coefficients would be unequal but still of the same order of magnitude. The analysis based on the fast dynamics assumptions should also hold in this case. Whether the alternative approaches turn out to be similarly accurate, would have to be checked in respective extensive numerical simulations.

A prerequisite of the reversal, however, is that one of the species is still invading into open space, while the other one is able to catch up this front. This can be regarded to be often the case, because invasion usually takes place by introduction of a small number of individuals. When these are disease-free, the pathogen is left behind and not present in the new habitat before another introduction of infected individuals (Pimentel, 1986).

Population crashes of alien invaders cannot be caused by indigenous pathogens, because they would have prevented a successful establishment. Mutational effects are more unlikely than the subsequent release of native pathogens, since evolution tends to coexistence states rather than to extinction, e.g. Roughgarden (1975), Ewald (1994), Yamamura (1996) and Boots and Sasaki (2003). Moreover, recent quantitative studies of Mitchell and Power (2003) and Torchin et al. (2003) demonstrate that invasive species, both plants and animals, appear to suffer from fewer pathogens and parasites in their new habitat than in their native range.

There are a lot of models dealing with the control of epidemic spread or investigating the impact of infectious diseases on non-native species, e.g. the control of rabies, see Murray (2003) and references therein, and immunocontraception (McCallum, 1996; Courchamp and Cornell, 2000; Suppo et al., 2000). Usually, the density of the host species is only reduced due to the disease, but, however, the population does not go extinct spatially. Hence, this phenomenon can be ascribed to the Allee effect, which is another evidence that Allee dynamics are a source of complex spatiotemporal dynamics (Lewis and Kareiva, 1993; Owen and Lewis, 2001; Petrovskii et al., 2002a,b, 2005).

The results of this study clearly highlight the importance and role of infectious diseases in invasion processes. Furthermore, they indicate that the intro-
duction of natural pathogens may be applicable as a biological control method, in order to eradicate a pest species or at least to slow down its spread. This depends on the availability of appropriately harmful diseases and the range of their release. However, possible adverse effects to the ecosystem such as transmission to indigenous species have to be taken into account, of course.
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Abstract

A model of phytoplankton-zooplankton dynamics is considered for the case of lysogenic viral infection of the phytoplankton population. The phytoplankton population is split into a susceptible (\(S\)) and an infected (\(I\)) part. Both parts grow logistically, limited by a common carrying capacity. Zooplankton (\(Z\)) is grazing on susceptibles and infected. The local analysis of the \(S\)-\(I\)-\(Z\) differential equations yields a number of stationary and/or oscillatory regimes and their combinations. Correspondingly interesting is the spatiotemporal behaviour, modelled by deterministic and stochastic reaction-diffusion equations. Spatial spread or suppression of infection will be presented just as well as competition of concentric and/or spiral population waves with non-oscillatory subpopulations for space. The external noise can enhance the survival and spread of susceptibles and infected, respectively, that would go extinct in a deterministic environment.

\textsuperscript{1}Reprinted with kind permission from Elsevier. Copyright Elsevier B.V. 2004.
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4.1 Introduction

Numerous papers have been published about pattern formation and chaos in minimal prey-predator models of phytoplankton-zooplankton dynamics (Schef-fer, 1991a; Malchow, 1993; Pascual, 1993; Truscott and Brindley, 1994; Malchow, 1996, 2000b; Malchow et al., 2001, 2004b). Different routes to local and spatiotemporal chaos (Scheffer, 1991b; Kuznetsov et al., 1992; Rinaldi et al., 1993; Sherratt et al., 1995; Scheffer et al., 1997; Steffen et al., 1997; Petrovskii and Mal-cho, 1999, 2001; Malchow et al., 2002), diffusion- and differential-flow-induced standing and travelling waves (Malchow, 1993; Menzinger and Rovinsky, 1995; Malchow, 2000a; Satnoianu and Menzinger, 2000; Satnoianu et al., 2000; Mal-cho et al., 2003) as well as target patterns and spiral waves (Medvinsky et al., 2000, 2002) have been found. Also the impact of external noise on patchiness and transitions between alternative stable population states has been studied (Steele and Henderson, 1992; Malchow et al., 2002; Sarkar and Chattopadhayay, 2003; Malchow et al., 2004a).

Much less than on plankton patchiness and blooming is known about marine viruses and their role in aquatic ecosystems and the species that they infect, for reviews cf. Fuhrman (1999); Suttle (2000) as well as Wommack and Col-well (2000). There is some evidence that viral infection might accelerate the termination of phytoplankton blooms (Jacquet et al., 2002).

Also the understanding of the importance of lysogeny is just at the begin-ning (Wilcox and Fuhrman, 1994; Jiang and Paul, 1998; McDaniel et al., 2002; Ortmann et al., 2002). Contrary to lytic infections with destruction and without reproduction of the host cell, lysogenic infections are a strategy whereby viruses integrate their genome into the host’s genome. As the host reproduces and duplicates its genome, the viral genome reproduces, too.

Mathematical models of the dynamics of virally infected phytoplankton pop-ulations are rare as well. The already classical publication is by Beltrami and Carrol (1994), more recent work is of Chattopadhyay and Pal (2002) and Chatt-opadhyay et al. (2003). All these papers deal with lytic infections and mass action incidence functions (Nold, 1980; Dietz and Schenzle, 1985; McCallum et al., 2001).

In this paper, we focus on modelling the influence of lysogenic infections and proportionate mixing incidence function (frequency-dependent transmis-sion) on the local and spatio-temporal dynamics of interacting phytoplankton and zooplankton. Furthermore, the impact of multiplicative noise (Allen, 2003; Anishenko et al., 2003) is investigated.

4.2 The mathematical model

The model by Scheffer (1991a) for the prey-predator dynamics of phytoplankton \( P \) and zooplankton \( Z \) is used as the starting point. It reads in time \( t \) and two spatial dimensions \( \mathbb{R} = \{x, y\} \) with dimensionless quantities, scaled following Pascual (1993)

\[
\frac{\partial P}{\partial t} = rP (1 - P) - \frac{aP}{1 + bP} Z + d \Delta P, \tag{4.1}
\]

\[
\frac{\partial Z}{\partial t} = \frac{aP}{1 + bP} Z - m_3 Z + d \Delta Z. \tag{4.2}
\]
There is logistic growth of the phytoplankton with intrinsic rate \( r \) and Holling-type II grazing with maximum rate \( a \) as well as natural mortality with rate \( m_3 \) of the zooplankton. The growth rate \( r \) is scaled as the ratio of local rate \( r_{\text{loc}} \) and spatial mean \( \langle r \rangle \). The diffusion coefficient \( d \) describes eddy diffusion. Therefore, it must be equal for both species. The dynamics of a top predator, i.e., planktivorous fish is neglected because the focus of this paper is on the influence of virally infected phytoplankton. The phytoplankton population \( P \) is split into a susceptible part \( X_1 \) and an infected portion \( X_2 \). Zooplankton is simply renamed to \( X_3 \). Then, the model system reads for symmetric inter- and intraspecific competition of susceptibles and infected

\[
\frac{\partial X_i(\vec{r}, t)}{\partial t} = f_i [X(\vec{r}, t)] + d \Delta X_i(\vec{r}, t), \quad i = 1, 2, 3; \quad (4.3)
\]

where

\[
f_1 = r_1 X_1 (1 - X_1 - X_2) - \frac{aX_1}{1 + b(X_1 + X_2)} X_3 - \lambda \frac{X_1 X_2}{X_1 + X_2}, \quad (4.3a)
\]

\[
f_2 = r_2 X_2 (1 - X_1 - X_2) - \frac{aX_2}{1 + b(X_1 + X_2)} X_3 + \lambda \frac{X_1 X_2}{X_1 + X_2} - m_2 X_2, \quad (4.3b)
\]

\[
f_3 = \frac{a(X_1 + X_2)}{1 + b(X_1 + X_2)} X_3 - m_3 X_3 . \quad (4.3c)
\]

Proportionate mixing with transmission coefficient \( \lambda \) as well as an additional disease-induced mortality of infected (virulence) with rate \( m_2 \) are assumed. The vector of population densities is \( X = [X_1, X_2, X_3] \). In the case of lytic infection, the first term on the right-hand side of eq. (4.3b) would describe the losses due to natural mortality and competition. Here, lysogenic infections with \( r_1 = r_2 = r \) will be considered. However, it is a highly simplified model because the growth rate of susceptibles is usually higher than that of infected (Suttle et al., 1990). Furthermore, the lysogenic replication cycle of viruses is very sensitive to environmental changes and very quickly switches to the lytic cycle. This is left for the second part of the paper.

Furthermore, multiplicative noise is introduced in eqs. (4.3) in order to study environmental fluctuations, i.e.,

\[
\frac{\partial X_i(\vec{r}, t)}{\partial t} = f_i [X(\vec{r}, t)] + d \Delta X_i(\vec{r}, t) + \omega_i [X(\vec{r}, t)] \cdot \xi_i(\vec{r}, t), \quad i = 1, 2, 3; \quad (4.4)
\]

where \( \xi_i(\vec{r}, t) \) is a spatiotemporal white Gaussian noise, i.e., a random Gaussian field with zero mean and delta correlation

\[
\langle \xi_i(\vec{r}, t) \rangle = 0, \quad \langle \xi_i(\vec{r}, t_1) \xi_i(\vec{r}, t_2) \rangle = \delta(\vec{r}_1 - \vec{r}_2) \delta(t_1 - t_2), \quad i = 1, 2, 3. \quad (4.4a)
\]

\( \omega_i [X(\vec{r}, t)] \) is the density-dependent noise intensity. The stochastic modelling of population dynamics requires this density dependence, i.e., multiplicative noise. Throughout this paper, it is chosen

\[
\omega_i [X(\vec{r}, t)] = \omega X_i(\vec{r}, t), \quad i = 1, 2, 3; \quad \omega = \text{const}. \quad (4.4b)
\]
4.3 The deterministic local dynamics

At first, the local dynamics is studied, i.e., we look for stationary and oscillatory solutions of system (4.3) for $d = 0$. Stationary solutions are marked by $X_i^{S_{no}}$, $i = 1, 2, 3$. Furthermore, we introduce the parameter

$$m_3^{cr} = \frac{a (X_1^{S_{no}} + X_2^{S_{no}})}{1 + b (X_1^{S_{no}} + X_2^{S_{no}})}.$$

Analytical and numerical investigations yield the following selected equilibria:

0) Trivial solution $X_1^{S_{no}} = X_2^{S_{no}} = X_3^{S_{no}} = 0$, always unstable;

1) Endemic states with and without predation:
   a) $X_1^{S_{11}} > 0$, $X_2^{S_{11}} > 0$, $X_3^{S_{11}} > 0$ if $m_2 = \lambda$ and $m_3 < m_3^{cr}$, oscillatory or non-oscillatory stable, multiple stable equilibria possible,
   b) $X_1^{S_{12}} > 0$, $X_2^{S_{12}} > 0$, $X_3^{S_{12}} = 0$ if $m_2 = \lambda$ and $m_3 > m_3^{cr}$, non-oscillatory stable;

2) Extinction of infected with and without predation:
   a) $X_1^{S_{21}} > 0$, $X_2^{S_{21}} = 0$, $X_3^{S_{21}} > 0$ if $m_2 > \lambda$ and $m_3 < m_3^{cr}$, oscillatory or non-oscillatory stable,
   b) $X_1^{S_{22}} > 0$, $X_2^{S_{22}} = 0$, $X_3^{S_{22}} = 0$ if $m_2 > \lambda$ and $m_3 > m_3^{cr}$, non-oscillatory stable,

3) Extinction of susceptibles with and without predation:
   a) $X_1^{S_{31}} = 0$, $X_2^{S_{31}} > 0$, $X_3^{S_{31}} > 0$ if $m_2 < \lambda$ and $m_3 < m_3^{cr}$, oscillatory or non-oscillatory stable,
   b) $X_1^{S_{32}} = 0$, $X_2^{S_{32}} > 0$, $X_3^{S_{32}} = 0$ if $m_2 < \lambda$ and $m_3 > m_3^{cr}$, non-oscillatory stable.

For $m_2 > \lambda$, the infected go extinct (solutions 2a and 2b), for $m_2 < \lambda$, the susceptibles do (solutions 3a and 3b). In the case of $m_2 = \lambda$, susceptibles and infected coexist (endemic states 1a and 1b). Because of the symmetry of the growth terms of susceptibles and infected, the initial conditions determine their final dominance in the endemic state, i.e., if $X_1(t = 0) > X_2(t = 0)$ then $X_1(t) > X_2(t) \forall t$. A corresponding example is presented in Figs. 4.1 for $r = 1$ and $a = b = 5$. These three parameter values will be kept for all simulations.

The stable prey-predator oscillations are presentations of solutions (2a), (3a) and (1a), respectively.

The local dynamics of model (4.3) is well-known and simple for a single prey. There can be a Hopf bifurcation point, e.g., for decreasing mortality $m_3$ of the predator. For the parameters in Figs. 4.1, this point has been already passed. A slight increase of $m_3$ from 0.5 to 0.625 yields multiple equilibria and also demonstrates the dependence of the endemic states on the initial conditions. In Fig 4.2a for $X_1(0) > X_2(0)$, one still finds the oscillatory solution (1a). However, the opposite choice $X_2(0) > X_1(0)$ in Fig 4.2b, results in damping of the oscillations, i.e., the different initial conditions belong to different basins of attraction in phase space.

After this rough investigation of the deterministic local behaviour, we proceed now to the stochastic spatial dynamics.
Figure 4.1: Local dynamics with (a) extinction of infected for $m_2 > \lambda$, (b) extinction of susceptibles for $m_2 < \lambda$ and (c) coexistence of susceptibles $X_1$, infected $X_2$ and zooplankton $X_3$ for $m_2 = \lambda$, $m_3 = 0.5$. 

(a) $m_2 = 0.2 > \lambda = 0.19$

(b) $m_2 = 0.2 < \lambda = 0.21$

(c) $m_2 = \lambda = 0.2$
Figure 4.2: Endemic state (1a) with initial conditions in different basins of attraction: (a) stable and (b) damped oscillation. \( m_2 = \lambda = 0.2, m_3 = 0.625 \).

(a) \( X_1(0) > X_2(0), X_3(0) > 0 \)

(b) \( X_1(0) < X_2(0), X_3(0) > 0 \)
4.4 The deterministic and stochastic spatial dynamics

Much has been published about the spatiotemporal selforganization in prey-predator communities, modelled by reaction-diffusion(-advection) equations, cf. the references in the introduction. Much less is known about equation-based modelling of the spatial spread of epidemics, a small collection of papers includes Grenfell et al. (2001); Abramson et al. (2003) and Zhdanov (2003).

In this paper, we consider the spatiotemporal dynamics of the plankton model (4.4), i.e., zooplankton, grazing on susceptible and virally infected phytoplankton, under the influence of environmental noise and diffusing in horizontally two-dimensional space. The diffusion terms have been integrated using the semi-implicit Peaceman-Rachford alternating direction scheme, cf. Thomas (1995). For the interactions and the Stratonovich integral of the noise terms, the explicit Euler-Maruyama scheme has been applied (Kloeden and Platen, 1992; Higham, 2001).

The following series of figures summarizes the results of the spatiotemporal simulations for growth and interaction parameters from section 4.3, but now including diffusion and noise.

Periodic boundary conditions have been chosen for all simulations.

The initial conditions are localized patches in empty space, and they are the same for deterministic and stochastic simulations. They can be seen in the left column of all following figures. The first two rows show the dynamics of the susceptibles for deterministic and stochastic conditions, the two middle rows show the infected and the two lower rows the zooplankton.

For Figs. 4.3, 4.4 and 4.5, there are two patches, one with zooplankton surrounded by susceptible phytoplankton (upper part of the model area) and one with zooplankton surrounded by infected (on the right of the model area). For Fig. 4.6 and 4.7, there are central patches of all three species. In Fig. 4.6, susceptibles are ahead of infected that are ahead of zooplankton. In Fig. 4.7, infected are ahead of susceptibles that are ahead of zooplankton. In all figures, this special initial configuration leads at first to the propagation of concentric waves for the deterministic case in rows 1, 3 and 5. For the stochastic case in rows 2, 4 and 6, these (naturally unrealistic) waves are immediately blurred and only a leading diffusive front remains.

In Figs. 4.3, one can see the final spatial coexistence of all three species for $m_2 = \lambda$. The localized initial patches generate concentric waves that break up after collision and form spiral waves in a deterministic environment. The noise only blurs these unrealistic patterns. The grey scale changes from high population densities in white colour to vanishing densities in black.

This changes for $m_2 > \lambda$ and $m_2 < \lambda$ in Figs. 4.4 and 4.5, respectively. Whereas in the deterministic case infected or susceptibles go extinct, the noise enhances their survival and spread under unfavourable conditions.

In Figs. 4.6, the deterministic simulations yield the dynamic stabilization of the locally unstable focus in space and a long plateau is formed with a leading diffusive front ahead, cf. Petrovskii and Malchow (2000); Malchow and Petrovskii (2002). Furthermore, the infected are somehow trapped in the center and go almost extinct. The noise enhances the “escape”, spread and survival of the infected.
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Figure 4.3: Spatial coexistence of susceptibles (two upper rows), infected (two middle rows) and zooplankton (two lower rows) for $m_2 = \lambda = 0.2$, $m_3 = 0.5$, $d = 0.05$. No noise $\omega = 0$ and 0.25 noise intensity, respectively, with equal initial conditions (left column). Periodic boundary conditions.
Figure 4.4: Spatial coexistence of susceptibles (two upper rows) and zooplankton (two lower rows). Extinction of infected (third row) for $m_2 = 0.2 > \lambda = 0.19$, $m_3 = 0.5$, $d = 0.05$ and no noise. Survival of infected for $\omega = 0.25$ noise intensity (fourth row).
Figure 4.5: Spatial coexistence of infected (two middle rows) and zooplankton (two lower rows). Extinction of susceptibles (first row) for $m_2 = 0.2 < \lambda = 0.21$, $m_3 = 0.5$, $d = 0.05$ and no noise. Survival of susceptibles for $\omega = 0.25$ noise intensity (second row).
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Figure 4.6: Spatial coexistence of susceptibles (two upper rows), infected (two middle rows) and zooplankton (two lower rows) for $m_2 = \lambda = 0.2$, $m_3 = 0.625$, $d = 0.05$. Without noise trapping and almost extinction of infected in the center (third row). With $\omega = 0.25$ noise intensity noise-enhanced survival and escape of infected (fourth row). Phenomenon of dynamic stabilization of a locally unstable equilibrium (first and fifth row).
Figure 4.7: Spatial coexistence of susceptibles (two upper rows), infected (two middle rows) and zooplankton (two lower rows) for $m_2 = \lambda = 0.2$, $m_3 = 0.625$, $d = 0.05$. Without noise trapping and almost extinction of susceptibles in the center (first row). With $\omega = 0.25$ noise intensity noise-enhanced survival and escape of susceptibles (second row).
In Figs. 4.7, the dynamic stabilization is not so clearly seen. However, the noise enhances the “escape”, spread and survival of the susceptibles here.

4.5 Conclusions

A conceptual biomass-based model of phytoplankton-zooplankton prey-predator dynamics has been investigated for temporal, spatial and spatio-temporal dissipative pattern formation in a deterministic and noisy environment, respectively. It has been assumed that the phytoplankton is partly virally infected and the virus has a lysogenic replication cycle, i.e., also the infected phytoplankton is still able to reproduce.

The equal growth rates of susceptibles and infected have led to the situation that, in a non-fluctuating environment, the ratio of the mortality of the infected and the transmission rate of the infection controls coexistence, survival or extinction of susceptibles and infected. A fluctuating environment enhances the survival and the spatial spread of the “endangered” species. However, noise has not only supported the spatiotemporal coexistence of susceptibles and infected but it has been necessary to blur distinct artificial population structures like target patterns or spirals and to generate more realistic fuzzy patterns.

Forthcoming work has to consider differing growth rates of susceptible and infected species as well as the critical noise-induced switch from lysogenic to lytic viral replications and the resulting spatiotemporal dynamics of the plankton populations.
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Abstract

An excitable model of phytoplankton-zooplankton dynamics is considered for the case of lysogenic viral infection of the phytoplankton population. The phytoplankton population is split into a susceptible (S) and an infected (I) part. Both parts grow logistically, limited by a common carrying capacity. Zooplankton (Z) is grazing on susceptibles and infected, following a Holling-type III functional response. The local analysis of the S-I-Z differential equations yields a number of stationary and/or oscillatory regimes and their combinations. Correspondingly interesting is the spatiotemporal behaviour, modelled by stochastic reaction-diffusion equations. Spatial spread or suppression of infection will be presented just as well as competition of concentric and/or spiral population waves for space. The external noise can enhance the survival and spread of susceptibles and infected, respectively, that would go extinct in a deterministic environment. In the parameter range of excitability, noise can induce local blooms of susceptibles and infected.

1Printed with kind permission from Elsevier.
5.1 Introduction

Viruses are evidently the most abundant entities in the sea and the question may arise whether they control ocean life. However, there is much less known about marine viruses and their role in aquatic ecosystems and the species that they infect, than about plankton patchiness and blooming, for reviews, cf. Fuhrman (1999). A number of studies (Bergh et al., 1989; Suttle et al., 1990; Wilhelm and Suttle, 1999; Tarutani et al., 2000; Wommack and Colwell, 2000) shows the presence of pathogenic viruses in phytoplankton communities. Fuhrman (1999) has reviewed the nature of marine viruses and their ecological as well as biogeological effects. Suttle et al. (1990) have shown by using electron microscopy that the viral disease can infect bacteria and phytoplankton in coastal water. Parasites may modify the behaviour of the infected members of the prey population. Virus-like particles are described for many eukaryotic algae (van Etten et al., 1991; Reiser, 1993), cyanobacteria (Suttle et al., 1993) and natural phytoplankton communities (Peduzzi and Weinbauer, 1993). There is some evidence that viral infection might accelerate the termination of phytoplankton blooms (Jacquet et al., 2002; Gastrich et al., 2004). Viruses are held responsible for the collapse of Emiliania huxleyi blooms in mesocosms (Bratbak et al., 1995) and in the North Sea (Brussaard et al., 1996) and are shown to induce lysis of Chrysochromulina (Suttle and Chan, 1993). Because most viruses are strain-specific, they can increase genetic diversity (Nagasaki and Yamaguchi, 1997). Nevertheless, despite the increasing number of reports, the role of viral infection in the phytoplankton population is still far from understood.

Viral infections of phytoplankton cells can be lysogenic or lytic. The understanding of the importance of lysogeny is just at the beginning (Wilcox and Fuhrman, 1994; Jiang and Paul, 1998; McDaniel et al., 2002; Ortmann et al., 2002). Contrary to lytic infections with destruction and without reproduction of the host cell, lysogenic infections are a strategy whereby viruses integrate their genome into the host’s genome. As the host reproduces and duplicates its genome, the viral genome reproduces, too.

Mathematical models of the dynamics of virally infected phytoplankton populations are rare as well, the already classical publication is by Beltrami and Carroll (1994). More recent work is of Chattopadhyay and Pal (2002) and Chattopadhyay et al. (2003). The latter deal with lytic infections with mass action incidence functions. Malchow et al. (2004b) observed oscillations and waves in a phytoplankton-zooplankton system with Holling-type II grazing under lysogenic viral infection and frequency-dependent transmission.

Numerous papers have been published about pattern formation and chaos in minimal prey-predator models of phytoplankton-zooplankton dynamics (Schefter, 1991a; Malchow, 1993; Pascual, 1993; Truscott and Brindley, 1994; Malchow, 1996, 2000b; Malchow et al., 2001, 2004c). Different routes to local and spatiotemporal chaos (Schefter, 1991b; Kuznetsov et al., 1992; Rinaldi et al., 1993; Sherratt et al., 1995; Schefter et al., 1997; Steffen et al., 1997; Petrovskii and Malchow, 1999, 2001; Malchow et al., 2002), diffusion- and differential-flow-induced standing and travelling waves (Malchow, 1993; Menzinger and Rovinsky, 1995; Malchow, 2000a; Satnoianu and Menzinger, 2000; Satnoianu et al., 2000; Malchow et al., 2003) as well as target patterns and spiral waves (Medvinsky et al., 2000, 2002) have been found. Also the impact of external noise on patchiness and transitions between alternative stable population states has been studied.
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(Malchow et al., 2002; Steele and Henderson, 1992; Sarkar and Chattopadhayay, 2003; Malchow et al., 2004a).

In this paper, we focus on modelling the influence of lysogenic infections and proportionate mixing incidence function (frequency-dependent transmission) (Nold, 1980; Dietz and Schenzle, 1985; McCallum et al., 2001) on the local and spatio-temporal dynamics of interacting phytoplankton and zooplankton with Holling-type III grazing, i.e., with excitable dynamics. The latter has been introduced by Truscott and Brindley (1994) to model recurrent phytoplankton blooms. Furthermore, the impact of multiplicative noise (Allen, 2003; Anishenko et al., 2003) is investigated.

5.2 The mathematical model

The Truscott-Brindley model (1994) for the prey-predator dynamics of phytoplankton $P$ and zooplankton $Z$ at time $t$ and location $\vec{r} = \{x, y\}$ reads in dimensionless quantities

$$\frac{\partial P}{\partial t} = rP(1 - P) - \frac{a^2P^2}{1 + b^2P^2} Z + d \Delta P, \quad (5.1)$$

$$\frac{\partial Z}{\partial t} = \frac{a^2P^2}{1 + b^2P^2} Z - m_3 Z + d \Delta Z. \quad (5.2)$$

There is logistic growth of the phytoplankton with intrinsic rate $r$ and Holling-type III grazing with maximum rate $a^2/b^2$ as well as natural mortality of zooplankton with rate $m_3$. The growth rate $r$ is scaled as the ratio of local rate $r_{loc}$ and spatial mean $\langle r \rangle$. The diffusion coefficient $d$ describes eddy diffusion. Therefore, it must be equal for both species. The effects of nutrient supply and planktivorous fish are neglected because the focus of this paper is on the influence of virally infected phytoplankton. The phytoplankton population $P$ is split into a susceptible part $X_1$ and an infected portion $X_2$. Zooplankton is simply renamed to $X_3$. Then, the model system reads for symmetric inter- and intraspecific competition of susceptibles and infected

$$\frac{\partial X_i(\vec{r}, t)}{\partial t} = f_i [X(\vec{r}, t)] + d \Delta X_i(\vec{r}, t), \quad i = 1, 2, 3; \quad (5.3)$$

where

$$f_1 = r_1X_1(1 - X_1 - X_2) - \frac{a^2X_1(X_1 + X_2)}{1 + b^2(X_1 + X_2)^2} X_3 - \lambda \frac{X_1X_2}{X_1 + X_2}, \quad (5.3a)$$

$$f_2 = r_2X_2(1 - X_1 - X_2) - \frac{a^2X_2(X_1 + X_2)}{1 + b^2(X_1 + X_2)^2} X_3 + \lambda \frac{X_1X_2}{X_1 + X_2} - m_2 X_2, \quad (5.3b)$$

$$f_3 = \frac{a^2(X_1 + X_2)^2}{1 + b^2(X_1 + X_2)^2} X_3 - m_3 X_3. \quad (5.3c)$$

Proportionate mixing transmission with rate $\lambda$ as well as an additional disease-induced mortality of infected (virulence) with rate $m_2$ are assumed. The vector of population densities is $X = \{X_1, X_2, X_3\}$. In the case of lytic infection, the first term on the right-hand side of eq. (5.3b) would describe the
losses due to natural mortality and competition. Here, lysogenic infections with 
r_1 = r_2 = r will be considered. The lysogenic replication cycle of viruses is very 
sensitive to environmental variability and may switch to the lytic cycle. This 
situation is not considered here.

Furthermore, multiplicative noise is introduced in eqs. (5.3) in order to study 
environmental fluctuations, i.e.,
\[
\frac{\partial X_i(\vec{r}, t)}{\partial t} = f_i[X(\vec{r}, t)] + d \Delta X_i(\vec{r}, t) + \omega_i[X(\vec{r}, t)] \cdot \xi_i(\vec{r}, t), \quad i = 1, 2, 3; \quad (5.4)
\]
where \( \xi_i(\vec{r}, t) \) is a spatiotemporal white Gaussian noise, i.e., a random Gaussian field with zero mean and delta correlation

\[
\langle \xi_i(\vec{r}, t) \rangle = 0, \quad \langle \xi_i(\vec{r}, t_1) \xi_i(\vec{r}, t_2) \rangle = \delta(r_1 - r_2) \delta(t_1 - t_2), \quad i = 1, 2, 3. \quad (5.4a)
\]
\( \omega_i[X(\vec{r}, t)] \) is the density-dependent noise intensity. The axiom of parentness in population dynamics requires this density dependence, i.e., multiplicative noise. Throughout this paper, it is chosen

\[
\omega_i[X(\vec{r}, t)] = \omega X_i(\vec{r}, t), \quad i = 1, 2, 3; \quad \omega = \text{const}. \quad (5.4b)
\]

5.3 The local dynamics

At first, the local dynamics is studied, i.e., it is searched for stationary and oscillatory solutions of system (5.3) for \( d = 0 \). To do that, system (5.3) is simplified through a convenient transformation, then describing the dynamics of the total phytoplankton population \( P = X_1 + X_2 \), the prevalence \( i = X_2/P \) and zooplankton \( X_3 \). With \( f(P) = a^2 P^2/(1 + b^2 P^2) \), the model equations read

\[
\begin{align*}
\frac{dP}{dt} &= [r_1(1 - i) + r_2 i](1 - P) P - f(P)X_3 - m_2 i P, \\
\frac{di}{dt} &= [(r_2 - r_1)(1 - P) + (\lambda - m_2)](1 - i), \\
\frac{dX_3}{dt} &= [f(P) - m_3]X_3.
\end{align*}
\]

For different ratios of \( \lambda \) and \( m_2 \) there exist different stationary solutions. In order to characterize them, the following additional parameters are introduced:

\[
i^S = \frac{X_2^S}{X_1^S + X_2^S} \quad \text{and} \quad m^{cr}_{3} = f(P^S) = \frac{a^2 (X_1^S + X_2^S)^2}{1 + b^2 (X_1^S + X_2^S)^2}.
\]

\( X_k^S, \; k = 1, 2, 3; \) are the stationary solutions of system (5.3). Both analytical and numerical investigations yield the following selected equilibria for \( r_1 = r_2 = r \):

0) Trivial solution \( X_1^S = X_2^S = X_3^S = 0 \), i.e., \( P^S = i^S = X_3^S = 0 \), always unstable;

1) Extinction of infected with and without predation:
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\[ P^S = X_1^S > 0, X_2^S = 0, \text{ i.e., } i^S = 0, X_3^S = 0 \quad \text{if } \lambda < m_2 \text{ and } m_3 > m_3^{cr}, \text{ non-oscillatory stable}, \]

\[ P^S = X_1^S > 0, X_2^S = 0, \text{ i.e., } i^S = 0, X_3^S > 0 \quad \text{if } \lambda < m_2, \text{ non-oscillatory or oscillatory stable depending on } m_3 > m_3^{cr} \text{ or } m_3 < m_3^{cr}, \text{ respectively}, \]

2) Extinction of susceptibles with and without predation:

\[ X_1^S = 0, P^S = X_2^S > 0, \text{ i.e., } i^S = 1, X_3^S = 0 \quad \text{if } \lambda > m_2 \text{ and } m_3 > m_3^{cr}, \text{ non-oscillatory stable}, \]

\[ X_1^S = 0, P^S = X_2^S > 0, \text{ i.e., } i^S = 1, X_3^S > 0 \quad \text{if } \lambda > m_2, \text{ non-oscillatory or oscillatory stable depending on } m_3 > m_3^{cr} \text{ or } m_3 < m_3^{cr}, \text{ respectively}, \]

3) Endemic states with and without predation:

\[ X_1^S > 0, X_2^S > 0, \text{ i.e., } P^S > 0, 0 < i^S = i(0) = \text{ const.} < 1, X_3^S = 0 \quad \text{if } \lambda = m_2 \text{ and } m_3 > m_3^{cr}, \text{ non-oscillatory stable}, \]

\[ X_1^S > 0, X_2^S > 0, \text{ i.e., } P^S > 0, 0 < i^S = i(0) = \text{ const.} < 1, \]

\[ X_3^S > 0 \quad \text{if } \lambda = m_2, \text{ non-oscillatory or oscillatory stable depending on } m_3 > m_3^{cr} \text{ or } m_3 < m_3^{cr}, \text{ respectively}. \]

For \( \lambda < m_2 \), the infected go extinct (solutions 1a and 1b) and the prevalence \( i \) reaches zero. For \( \lambda > m_2 \), the susceptibles die out (solutions 2a and 2b) and the prevalence approaches unity. In the case of \( \lambda = m_2 \), susceptibles and infected coexist (endemic states 3a and 3b) and the prevalence remains constant at its initial value. Moreover, if \( m_3 \) is greater or less than \( m_3^{cr} \), the system becomes non-oscillatory or oscillatory stable, respectively. For low values of \( m_3 \), we observe excitation and the following relaxation to the non-oscillatory stable situation. A corresponding example is presented in the left column of Figs. 5.1 for \( r = r_1 = r_2 = 1 \) and \( a = 3.75, b = 10 \). These three parameter values will be kept for all simulations. In the excitable parameter range with weak external noise, we also observe recurrent outbreaks related to planktonic blooming. This is shown in the right column. These stochastic sample runs have qualitatively the same outcome as the deterministic computations. However, one should have in mind that the latter must only hold for the average of a sufficient number of runs. In a noisy environment, there are only certain probabilities for the survival or extinction of the populations.

A slight increase of \( m_3 \) yields loss of excitability but oscillations in the system. These are drawn in Figs. 5.2. The dynamics of the prevalence remains unchanged what is a very convenient property of system (5.5).

One can see that the transformation of the local part of model (5.3) to system (5.5) with \( r_1 = r_2 = r \) reduces the considerations of deterministic stationarity and stability to a pseudo-two-dimensional problem because the prevalence can take only three values, i.e., zero for \( \lambda < m_2 \), unity for \( \lambda > m_2 \) or its initial value for \( \lambda = m_2 \). This simplifies the computations remarkably. However, for the investigation of the spatiotemporal system with external noise, we proceed with model (5.3).
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Figure 5.1: Local excitability with (a) decline of prevalence for $\lambda < m_2$, (b) saturation of prevalence for $\lambda > m_2$ and (c) constant prevalence for $\lambda = m_2$, $m_3 = 0.05$. No noise in left column. Localized outbreaks in a noisy environment with $\omega = 0.075$, right column.
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Figure 5.2: Local oscillations with (a) decline of prevalence for $\lambda < m_2$, (b) saturation of prevalence for $\lambda > m_2$, and (c) constant prevalence for $\lambda = m_2$, $m_3 = 0.09$. No noise in left column. Noisy oscillations with $\omega = 0.075$, right column.
5.4 The spatial dynamics

Much has been published about the spatiotemporal selforganization in prey-predator communities, modelled by reaction-diffusion(-advection) equations, cf. the references in the introduction. Much less is known about equation-based modelling of the spatial spread of epidemics, a small collection of papers includes Grenfell et al. (2001); Abramson et al. (2003) and Zhdanov (2003).

In this section, we consider the spatiotemporal dynamics of the plankton model (5.4), i.e., zooplankton, grazing on susceptible and virally infected phytoplankton, under the influence of environmental noise and diffusing in horizontally two-dimensional space. The diffusion terms have been integrated using the semi-implicit Peaceman-Rachford alternating direction scheme, cf. Thomas (1995). For the interactions and the Stratonovich integral of the noise terms, the explicit Euler-Maruyama scheme has been applied (Kloeden and Platen, 1999; Higham, 2001).

The following series of figures summarizes the results of the spatiotemporal simulations for growth and interaction parameters from section 5.3, but now including diffusion and noise. Periodic boundary conditions have been chosen for all simulations.

The initial conditions are localized patches in empty space, and they are the same for deterministic and stochastic simulations. They can be seen in the left column of all following figures. The first two rows show the dynamics of the susceptibles for deterministic and stochastic conditions, the two middle rows show the infected and the two lower rows the zooplankton.

In Figs. 5.3 and 5.4, there are initially two patches, one with zooplankton surrounded by susceptible phytoplankton (upper part of the model area) and one with zooplankton surrounded by infected (on the right of the model area). For Figs. 5.5, there are central and concentric patches of all three species.

In Figs. 5.3, one can see the final spatial coexistence of all three species for $\lambda = m_2$. The localized initial patches generate concentric waves that break up after collision and form spiral waves in a deterministic environment. The noise only blurs these unrealistic patterns. The grey scale changes from high population densities in black colour to vanishing densities in white.

This changes for $\lambda \neq m_2$. Whereas in the deterministic case infected or susceptibles go extinct, respectively, the noise enhances their survival and spread under unfavourable conditions. An example is given in Figs. 5.4 for $\lambda > m_2$, i.e., the deterministic extinction and noise-induced survival and spread of susceptibles. An example for the opposite case is omitted here.

In Figs. 5.5, the deterministic conditions allow for the excitable, non-oscillatory coexistence of susceptibles and infected. Susceptibles are initially ahead of infected that are ahead of zooplankton. This special initial configuration leads to the propagation of diffusive fronts in rows 1, 3 and 5. However, the infected are somehow trapped in the centre and go almost extinct. For the stochastic case in rows 2, 4 and 6, the noise enhances the “escape”, spread and survival of the infected. The opposite case is also possible if the infected are initially ahead of susceptibles.

In Figs. 5.6, spatial snapshots of all the three populations at $t = 550$ are provided, without noise in the left column and with noise in the right one. The noise-induced enhancement of the spread of infected is just as readily seen as the localized noise-induced outbreaks.
Figure 5.3: Spatial coexistence of susceptibles (two upper rows), infected (two middle rows) and zooplankton (two lower rows) for $m_2 = \lambda = 0.01$, $m_3 = 0.09$. No noise $\omega = 0$ and 0.25 noise intensity, respectively, with equal initial conditions (left column). Periodic boundary conditions.
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Figure 5.4: Spatial coexistence of infected (two middle rows) and zooplankton (two lower rows). Extinction of susceptibles (first row) for $m_2 = 0.01 < \lambda = 0.03$, $m_3 = 0.09$, and no noise. Very low survival of susceptibles for $\omega = 0.25$ noise intensity (second row).
Figure 5.5: Parameter range of deterministic excitable spatial coexistence of susceptibles, infected and zooplankton for $m_2 = \lambda = 0.01$, $m_3 = 0.05$. Without noise trapping and almost extinction of infected in the center (third row). With $\omega = 0.25$ noise intensity noise-enhanced survival and spread of infected (fourth row).
5.) An excitable plankton system with lysogenic viral infection

Figure 5.6: Density plot at $t = 550$ for the simulation shown in Figs. 5.5. No noise in left column, noise intensity $\omega = 0.25$ in right column. $m_2 = \lambda = 0.01$, $m_3 = 0.05$. The trapping of infected without noise and their noise-enhanced spread are readily seen. Noise-induced local outbreaks due to the excitability of the system can also be observed.
5.5 Conclusions

A conceptual biomass-based model of phytoplankton-zooplankton prey-predator dynamics has been investigated for temporal, spatial and spatio-temporal dissipative pattern formation in a deterministic and noisy environment, respectively. It has been assumed that the phytoplankton is partly virally infected and the virus has a lysogenic replication cycle, i.e., also the infected phytoplankton is still able to reproduce. Holling-type III zooplankton grazing has been considered in order to study the interplay of excitability, infection and noise.

The equal growth rates of susceptibles and infected have led to the situation that, in a non-fluctuating environment, the ratio of virulence and transmission rate of the infection controls coexistence, survival or extinction of susceptibles and infected, respectively. A fluctuating environment enhances the survival and the spatial spread of the “endangered” species. Furthermore, the noise has induced localized outbreaks or bloom phenomena in the parameter range of excitability. However, noise has not only supported the spatiotemporal coexistence and spread of susceptibles and infected but it has blurred distinct artificial population structures like target patterns or spirals and generated more realistic fuzzy patterns.

Forthcoming work has to include modelling of the transition from lysogenic to lytic viral replications, induced by noise with an intensity above a critical threshold, and its impact on recurrent phytoplankton outbreaks. Furthermore, different incidence functions and noise characteristics and the resulting local and spatiotemporal dynamics of the plankton populations have to be considered.

Acknowledgement

This paper has been completed during a stay of H.M. and F.M.H. in Japan. They are thankful especially to Nanako Shigesada and Hiromi Seno for intensive and fruitful discussions as well as to the Japan Society for the Promotion of Science for the Research and Predoc Fellowships S04716 and PE04533, respectively.

R.R.S. acknowledges a Research Fellowship of the Alexander von Humboldt Foundation, Germany.

References


An excitable plankton system with lysogenic viral infection


5.) An excitable plankton system with lysogenic viral infection


Chapter 6

Strange periodic attractors in a prey-predator system with infected prey

Frank M. Hilker and Horst Malchow
Institute of Environmental Systems Research, Department of Mathematics and Computer Science, University of Osnabrück, 49069 Osnabrück, Germany

Abstract
A prey-predator model of phytoplankton-zooplankton dynamics is considered for the case of viral infection of the phytoplankton population. The phytoplankton population is split into a susceptible (S) and an infected (I) part. Both parts grow logistically, limited by a common carrying capacity. Zooplankton (Z) is grazing on susceptibles and infected, following a Holling-type II functional response. The analysis of the S-I-Z differential equations yields several semitrivial stationary states, among them two saddle-foci, and the sudden (dis-)appearance of a continuum of degenerated nontrivial equilibria. Along this continuum line, the equilibria undergo a fold-Hopf (zero-pair) bifurcation. The continuum only exists in the bifurcation point of the saddle-foci. Especially interesting is the emergence of strange periodic attractors, stabilizing themselves after a repeated torus-like oscillation.

6.1 Introduction
Conceptual prey-predator models have often and successfully been used to model phytoplankton-zooplankton interactions and to elucidate mechanisms of spatio-temporal pattern formation like patchiness and blooming (Segel and Jackson, 1972; Steele and Henderson, 1981; Scheffer, 1991; Pascual, 1993; Malchow, 1993).
Not so much known is about marine viruses and their role in aquatic ecosystems and the species that they infect, cf. Fuhrman (1999). Suttle et al. (1990) have experimentally shown that the viral disease can infect bacteria and phytoplankton in coastal water. There is some evidence that viral infection might accelerate the termination of phytoplankton blooms (Jacquet et al., 2002; Gas- trich et al., 2004). However, despite the increasing number of reports, the role of viral infection in the phytoplankton population is still far from understood.

Mathematical models of the dynamics of virally infected phytoplankton populations are rare as well, the already classical publication is by Beltrami and Carroll (1994). More recent work is of Chattopadhyay and Pal (2002). The latter deal with lytic infections and mass action incidence functions. Malchow et al. (2004, 2005) observed oscillations and waves in a phytoplankton-zooplankton system with Holling-type II and III grazing under lysogenic viral infection and frequency-dependent transmission. The latter is also called proportionate mixing or standard incidence (Nold, 1980; Hethcote, 2000; McCallum et al., 2001).

In this paper, we investigate the local dynamics of phytoplankton with lytic infection and frequency-dependent transmission as well as zooplankton with Holling-type II grazing.

6.2 The mathematical model

The Scheffer model (Scheffer, 1991) for the prey-predator dynamics of phytoplankton $P$ and zooplankton $Z$ at time $t$ reads in dimensionless quantities

$$\frac{dP}{dt} = rP(1-P) - \frac{aP}{1+bP}Z, \quad (6.1)$$

$$\frac{dZ}{dt} = \frac{aP}{1+bP}Z - m_3Z. \quad (6.2)$$

There is logistic growth of the phytoplankton with intrinsic rate $r$ and Holling-type II grazing with maximum rate $a/b$ as well as natural mortality of zooplankton with rate $m_3$. The growth rate $r$ is scaled as the ratio of local rate $r_{loc}$ and a mean $\langle r \rangle$. The effects of nutrient supply and planktivorous fish are neglected because the focus of this paper is on the influence of the viral infection of phytoplankton. The phytoplankton population $P$ is split into a susceptible part $S$ and an infected portion $I$. Zooplankton is simply renamed to $Z$. It grazes on susceptible and infected phytoplankton. Then, the model system reads for symmetric inter- and intraspecific competition of susceptibles and infected

$$\frac{dS}{dt} = r_1S(1-S-I) - \frac{aS}{1+b(S+I)}Z - \lambda \frac{SI}{S+I}, \quad (6.3a)$$

$$\frac{dI}{dt} = r_2I(1-S-I) - \frac{aI}{1+b(S+I)}Z + \lambda \frac{SI}{S+I} - m_2I, \quad (6.3b)$$

$$\frac{dZ}{dt} = \frac{a(S+I)}{1+b(S+I)}Z - m_3Z. \quad (6.3c)$$

Frequency-dependent transmission rate $\lambda$ as well as an additional disease-induced mortality of infected (virulence) with rate $m_2$ are assumed. The intrinsic growth rates of susceptibles and infected are $r_1$ and $r_2$, respectively. In the
case of lysogenic infection, it holds $0 \leq r_2 \leq r_1$, whereas in the case of lytic infection $r_2 \leq 0 \leq r_1$. Then, the first term on the right-hand side of eq. (6.3b) describes the losses due to natural mortality and competition.

### 6.3 The stationary dynamics

Now, it is searched for stationary and oscillatory solutions of system (6.3a–6.3c). To do that, it is simplified through a convenient transformation, then describing the dynamics of the total phytoplankton population $P = S + I$ and the prevalence $i = I/P$. The vector of population densities is $X = \{P, i, Z\}$. The model equations read

$$\frac{dP}{dt} = \left[ r_1(1-i) + r_2 i \right] (1-P) P - \frac{aP}{1+bP} Z - m_2 i P, \quad (6.4a)$$

$$\frac{di}{dt} = \left[ (r_2 - r_1)(1-P) + (\lambda - m_2) \right] (1-i) i, \quad (6.4b)$$

$$\frac{dZ}{dt} = \frac{aP}{1+bP} Z - m_3 Z. \quad (6.4c)$$

System (6.4a–6.4c) possesses the following (semi-)trivial equilibria

$$E = \{P_0, i_0, Z_0\}$$

with $aP_0 = \frac{dP}{dt} |_{x=E} = \frac{di}{dt} |_{x=E} = \frac{dZ}{dt} |_{x=E} = 0$:

1) $E_{00} = \{0, 0, 0\}$. The trivial state is always unstable.

2) $E_{01} = \{0, i_{01}, 0\}$ with $i_{01} = 1$.

This disease-induced extinction of the total prey population occurs for $r_2 < m_2 < \lambda + r_2 - r_1$.

3) $E_1 = \{P_1, 0, 0\}$ with $P_1 = S = 1$.

Only the susceptible prey species survive at their capacity for $\lambda < m_2$ and $m_3 > a/(1+b)$.

4) $E_2 = \{P_2, i_2, 0\}$ with $P_2 > 0$, $i_2 > 0$.

a) $E_{21} = \{P_{21}, i_{21}, 0\}$ with $P_{21} = I = 1 - m_2/r_2$, $i_{21} = 1$.

Only the infected survive for $m_2 < r_2$, $m_2 < (r_2/r_1) \lambda$ and $aP_{21}/(1+bP_{21}) < m_3$.

b) $E_{22} = \{P_{22}, i_{22}, 0\}$ with

$$P_{22} = 1 - \frac{\lambda - m_2}{r_1 - r_2}, \quad i_{22} = \frac{r_1 \lambda - m_2}{\lambda r_1 - r_2}.$$ 

The stability ranges of this solution can easily be found by some computer algebra tool. However, the expressions are rather lengthy and omitted here.
5) $E_3 = \{P_3^S, 0, Z_3^S\}$ with

$$P_3^S = \frac{m_3}{a - m_3b}, \quad Z_3^S = \frac{r_1}{a}(1 + bP_3^S)(1 - P_3^S).$$

The infected go extinct for too high virulence or too low transmission rate.

The remaining textbook example of the $P-Z$ prey-predator model is well studied. The solution can be a stable node or focus as well as, after a Hopf bifurcation, an unstable focus bound by a stable limit cycle.

Nontrivial equilibria do only exist for a special parameter combination. In this case, there is a continuum of stationary states:

6) $E_{Z_4^S(i)} = \{P_4^S i, Z_4^S(P_4^S i)\}$ with $P_4^S > 0, \ \ 0 < i < 1, \ \ Z_4^S(P_4^S i) > 0.$

From eqs. (6.4b) and (6.4c) one finds the expressions

$$P_{41}^S = 1 - \frac{\lambda - m_2}{r_1 - r_2} \quad \text{and} \quad (6.5a)$$

$$P_{42}^S = \frac{m_3}{a - m_3b}, \quad (6.5b)$$

which define two parallel planes independent of $i$ and $Z$ in $(P-i-Z)$ phase space. These planes are orthogonal to the $(P-Z)$ and parallel to the $(i-Z)$ plane. Both must coincide, i.e., the system parameters have strictly to obey the relation

$$1 - \frac{\lambda - m_2}{r_1 - r_2} = \frac{m_3}{a - m_3b} = P_4^S. \quad (6.6)$$

From eq. (6.4a), one obtains the plane

$$Z = Z(P, i) = \frac{1 + bP}{a} \{r_1(1 - P) + [(r_2 - r_1)(1 - P) - m_2]i\} \quad (6.7)$$

Then, all points $E_{Z_4^S(i)}$ lying on the straight intersection line of planes (6.6) and (6.7), i.e.,

$$Z_4^S(P_4^S i) = Z(P_4^S i) \text{ with } P_4^S \text{ as in } (6.6), \quad (6.8)$$

independent of $i$ for $0 < i < 1$ are stationary states. Obviously, this line of stationary states is a heteroclinic connection between the semitrivial equilibria $E_2$ and $E_3$.

For $m_3 < [a(b - 1)]/[b(b + 1)]$, the $P-Z$ subsystem has an unstable focus bound by a stable limit cycle. In the stationary case (6.6), numerical analysis shows that all equilibria $E_{Z_4^S(i)}$ on line (6.8), including $E_2$ and $E_3$, are degenerated, say their third eigenvalue is zero. The upper part of line (6.8) consists of degenerated unstable foci. A fold-Hopf (zero-pair) bifurcation point (Kuznetsov, 1995; Nicolis, 1995) separates them from the lower part closer to the $(P-i)$ plane with degenerated stable foci. A corresponding numerical simulation, starting on the unstable upper branch, is shown in Fig. 6.1.
Figure 6.1: Stationary dynamics of system (6.4a-6.4c) with coexistence of all three populations. The trajectory starts at the upper unstable part of the line of stationary points, passes the fold-Hopf bifurcation point, and finally relaxes on the neutrally stable lower part. Parameters: $r_1 = 1$, $r_2 = 0$, $a = b = 5$, $\lambda = 4/5$ from eq. (6.6), $m_2 = 2/15$, $m_3 = 5/8$. Initial conditions: $P_0 = 0.335$, $i_0 = 1/5$, $Z_0$ from eq. (6.8). The straight line is the continuum of equilibria $E_{Z^*_2(i)}$, lying on the shaded plane (6.7).
The closer the initial condition to the \((P-Z)\) plane the longer is the journey through phase space. The location of the final stationary state on the line strongly depends on the initial conditions, i.e., the final positions are only neutrally stable. This remains true in the case that the intersection point of \((6.8)\) in the \(P-Z\) subsystem is a stable focus or stable node, and the line \((6.8)\) becomes a continuum of stable solutions. The latter case is not presented here.

The growth rate of infected \(r_2\) has simply been set to zero. This choice describes cell lysis of infected phytoplankton cells and non-symmetric competition of infected and susceptibles, i.e., the infected still have an impact on the growth of susceptibles by shading and need for space, but not vice versa. Furthermore, \(m_2\) stands now for an effective mortality (virulence plus natural mortality) of the infected.

### 6.4 Strange periodic attractors

The strong parameter relation \((6.6)\) is surely not realistic. The probability to meet such a setting in a natural system is (almost) zero. Therefore, non-stationary situations will be simulated now, i.e., parameter settings when the planes \((6.5a)\) and \((6.5b)\) do not coincide and the intersection lines with plane \((6.7)\) are not anymore stationary.

At first, the virulence is increased. Numerical bifurcation and stability analysis shows that in this case \(E_2\) is a saddle-focus with a stable two-dimensional manifold and an unstable one-dimensional manifold. In the \((P-Z)\) plane, \(E_3\) is also a saddle-focus, but with an unstable two-dimensional manifold and a stable one-dimensional manifold. In Fig. 6.2, the trajectory starts in the upper corner and approaches the lower end point of the right-hand line \((6.5a)\) in the \((P-i)\) plane which is the semi-trivial stationary state \(E_2\). This is the mentioned saddle-focus with stable oscillation but unstable in direction of \(Z\). Therefore, the trajectory is shot along the heteroclinic connection to the \((P-Z)\) plane and gets into the sphere of influence of the end point of the left-hand line \((6.5b)\). This is, cf. above, also a semi-trivial saddle-focus, namely \(E_3\) with unstable oscillation and stable in \(Z\) direction. Hence, the trajectory bounces back, spirals down the lines and “tube-rides” up again and again, i.e., on the way up, it is “reinjected” (Nicolis, 1995) and tunnels through the two formed funnels. This is illustrated in Fig. 6.2a. It resembles the movement on a torus, where the centre hole of the torus is shrinked to a thin tube. However, the precessing trajectory gets “phase-locked” and finally, for long times, approaches a periodic attractor, see also Langford (1983, pp. 233). This is shown in Fig. 6.2b. The oscillation takes place in a plane which is orthogonal to the \((i-Z)\) plane. The attractor surrounds the two intersection points of the two lines of non-stationary points and the plane of oscillation.

For further illustration also the temporal development of the total prey density and its unfolded next-maximum map are given in Figs. 6.3. The latter resembles a damped oscillation.

The location of the periodic attractor is independent of the initial conditions like in the case of a limit cycle. For further increasing values of \(m_2\), the behaviour of the system becomes simpler. The distinct funnel formation disappears and the periodic attractor is stabilizing faster and faster. For too high virulence,
Figure 6.2: Non-stationary dynamics of system (6.4a-6.4c) with coexistence of all three populations, cf. text. Parameters: $m_2 = 7/50$, all others like in Fig. 6.1. Initial condition: $P_0 = 1.01$, $i_0 = 0.1$, $Z_0 = 0.001$. 

a) $t = 0 - 3000$

b) $t = 9000 - 10000$
Figure 6.3: Non-stationary dynamics of system (6.4a-6.4c) with coexistence of all three populations, cf. text. Parameters: $m_2 = 27/200$, all others like in Fig. 6.1. Initial condition: $P_0 = 1/3$, $i_0 = 0.825$, $Z_0 = 0.0015$. 
Figure 6.4: Dynamics of system (6.4a-6.4c), cf. text. Parameters like in Fig. 6.1 except for $m_2$. Initial condition: $P_0 = 1.01$, $i_0 = 0.1$, $Z_0 = 0.001$. 

a) $m_2 = 1/5$, coexistence of all three populations

b) $m_2 = 3/10$, extinction of infected
Figure 6.5: Dynamics of system (6.4a-6.4c), cf. text. Parameters: $m_2 = 0.1$, all others like in Fig. 6.1. Initial condition: $P_0 = 1.01, i_0 = 0.1, Z_0 = 0.001$. 
the infected go extinct and the system oscillates in the \( P-Z \) subsystem. This is illustrated in Figs. 6.4.

For virulences below the stationary value given in Fig. 6.1, \( E_2 \) becomes a stable and \( E_3 \) an unstable focus, respectively. Numerical simulations yield that zooplankton dies out and the dynamics relaxes to \( E_2 \) in the \( P-i \) subsystem, cf. Fig. 6.5.

In summary, this means that \( E_2 \) has undergone a bifurcation from an unstable saddle-focus to a stable focus. At this bifurcation point, the continuum of degenerated nontrivial equilibria \( E_{Z_i}^{s(i)} \) simultaneously appeared. A zero-pair Hopf bifurcation took place along this continuum line.

6.5 Conclusion

A conceptual biomass-based model of phytoplankton-zooplankton prey-predator dynamics has been investigated for temporal pattern formation in a deterministic environment. It has been assumed that the phytoplankton is partly virally infected. Holling-type II zooplankton grazing has been considered and simulations have been performed for the case of lytic infection.

The dynamics of the system is surprisingly complex. Especially interesting is the coexistence of all populations on a periodic attractor that stabilizes itself under non-stationary parameter settings as well as the interplay of two saddle-foci that are connected by a heteroclinic orbit. Forthcoming work has to investigate the importance of this phenomenon for pattern formation scenarios in the spatially distributed system and under environmental noise.
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Abstract

A model of phytoplankton-zooplankton prey-predator dynamics is considered for the case of viral infection of the phytoplankton population. The phytoplankton population is split into a susceptible ($S$) and an infected ($I$) part. Both parts grow logistically, limited by a common carrying capacity. Zooplankton ($Z$) as a Holling-type II predator is grazing on susceptibles and infected. The local and spatial analyses of the $S$-$I$-$Z$ model with lysogenic infection have been presented in a previous paper (Malchow et al., Ecol. Complexity 1(3), 211-223, 2004b). This lysogenic stage is rather sensitive to environmental variability. Therefore, the effect of a transition from lysogeny to lysis is investigated here. The replication rate of the infected species instantaneously falls to zero. A deterministic and a more realistic stochastic scenario are described. The spatiotemporal behaviour, modelled by deterministic and stochastic reaction-diffusion equations, is numerically determined. It is shown that the extinction
risk of the infected is rather high in the deterministic system whereas the environmental noise enhances their chance of spatial spread and survival.

7.1 Introduction

There is not so much known about marine viruses and their role in aquatic ecosystems and the species that they infect, cf. Fuhrman (1999). Suttle et al. (1990) have experimentally shown that the viral disease can infect bacteria and phytoplankton in coastal water. There is some evidence that viral infection might accelerate the termination of phytoplankton blooms (Jacquet et al., 2002; Gastrich et al., 2004). However, despite the increasing number of reports, the role of viral infection in the phytoplankton population is still far from understood.

Mathematical models of the growth and interactions of virally infected phytoplankton populations are correspondingly rare. The already classical publication is by Beltrami and Carroll (1994). More recent work is of Chattopadhyay and Pal (2002). The latter deal with lytic infections and mass action incidence functions. Malchow et al. (2004b, 2005) observed oscillations and waves in a phytoplankton-zooplankton system with Holling-type II and III grazing under lysogenic viral infection and frequency-dependent transmission. The latter is also called proportionate mixing or standard incidence (Nold, 1980; Hethcote, 2000; McCallum et al., 2001). Hilker and Malchow (submitted) have provided a detailed mathematical and numerical analysis of the local model for lysogenic and lytic infections.

The understanding of the importance of lysogeny is just at the beginning (Wilcox and Fuhrman, 1994; Jiang and Paul, 1998; McDaniel et al., 2002; Ortmann et al., 2002). Contrary to lytic infections with destruction and without reproduction of the host cell, lysogenic infections are a strategy whereby viruses integrate their genome into the host’s genome. As the host reproduces and duplicates its genome, the viral genome reproduces, too. The lysogenic replication cycle is rather sensitive to environmental fluctuations and, finally, switches to the lytic cycle with death of the host cell.

In this paper, we focus on modelling this switch for proportionate mixing incidence function (frequency-dependent transmission) and its consequences for the local and spatio-temporal dynamics of interacting phytoplankton and zooplankton. Furthermore, the impact of multiplicative noise (García-Ojalvo and Sancho, 1999; Allen, 2003; Anishenko et al., 2003) is investigated.

7.2 The basic mathematical model

As in Part I of this paper (Malchow et al., 2004b), the prey-predator dynamics of phytoplankton and zooplankton is described by a standard model (Steele and Henderson, 1981; Scheffer, 1991; Malchow, 1993; Pascual, 1993). The phytoplankton population is split into a susceptible part $X_1$ and an infected portion $X_2$. Their growth rates $r_{1,2}$ are scaled as the ratio of the local rates $r_{1,2}^{loc}$ and the spatial mean $\langle r \rangle$. Zooplankton $X_3$ is a Holling-type II grazer with maximum grazing rate $a/b$ and natural mortality $m_3$. Then, the model system reads for symmetric inter- and intraspecific competition of susceptibles and infected in
time $t$ and two horizontal dimensions $\vec{r} = \{x, y\}$

$$\frac{\partial X_i(\vec{r}, t)}{\partial t} = f_i [X(\vec{r}, t)] + d \Delta X_i(\vec{r}, t), \ i = 1, 2, 3; \quad (7.1)$$

where

$$f_1 = r_1 X_1 (1 - X_1 - X_2) - \frac{a X_1}{1 + b (X_1 + X_2)} X_3 - \frac{\lambda X_1 X_2}{X_1 + X_2}, \quad (7.1a)$$

$$f_2 = r_2 X_2 (1 - X_1 - X_2) - \frac{a X_2}{1 + b (X_1 + X_2)} X_3 + \frac{\lambda X_1 X_2}{X_1 + X_2} - m_2 X_2, \quad (7.1b)$$

$$f_3 = \frac{a (X_1 + X_2)}{1 + b (X_1 + X_2)} X_3 - m_3 X_3. \quad (7.1c)$$

All quantities are dimensionless. The diffusion coefficient $d$ describes eddy diffusion. Therefore, it must be equal for both species. Proportionate mixing with transmission coefficient $\lambda$ as well as an additional disease-induced mortality of infected (virulence) with rate $m_2$ are assumed. The vector of population densities is $X = \{X_1, X_2, X_3\}$. In the case of lytic infection, the first term on the right-hand side of eq. (7.1b) would describe the losses due to natural mortality and competition. At first, lysogenic infections with $r_1 \geq r_2 > 0$ will be considered. The growth rate of susceptibles is often higher than that of infected (Suttle et al., 1990). Secondly, the lysogenic viral replication cycle switches to the lytic one due to its high sensitivity to environmental fluctuations. In order to model the latter, multiplicative noise is introduced in eqs. (7.1), i.e.,

$$\frac{\partial X_i(\vec{r}, t)}{\partial t} = f_i [X(\vec{r}, t)] + d \Delta X_i(\vec{r}, t) + \omega_i [X(\vec{r}, t)] \cdot \xi_i(\vec{r}, t), \ i = 1, 2, 3; \quad (7.2)$$

where $\xi_i(\vec{r}, t)$ is a spatiotemporal white Gaussian noise, i.e., a random Gaussian field with zero mean and delta correlation

$$\langle \xi_i(\vec{r}, t) \rangle = 0, \quad \langle \xi_i(\vec{r}_1, t_1) \xi_i(\vec{r}_2, t_2) \rangle = \delta(\vec{r}_1 - \vec{r}_2) \delta(t_1 - t_2), \ i = 1, 2, 3. \quad (7.2a)$$

$\omega_i [X(\vec{r}, t)]$ is the density-dependent noise intensity. The stochastic modelling of population dynamics requires this density dependence, i.e., multiplicative noise. Throughout this paper, it is chosen

$$\omega_i [X(\vec{r}, t)] = \omega X_i(\vec{r}, t), \ i = 1, 2, 3; \quad \omega = \text{const.} \quad (7.2b)$$

### 7.3 The local dynamics with deterministic switch

The local dynamics ($d = 0$) has been described by Malchow et al. (2004b) for the lysogenic case and $r_1 = r_2$. A general and more detailed analysis has been presented by Hilker and Malchow (submitted). Their results will not be listed here. The interest is rather in the spatiotemporal dynamics, starting from a system with lysogenic and then switching to lytic infection of the prey. Only one local example for such a switch is drawn in Fig. 7.1. After the transition, there is no further replication of infected. A more technical assumption for the simulation is that the remaining natural mortality of the infected is added...
Figure 7.1: Non-oscillating endemic state with lysogenic infection switching at $t=100$ to an oscillating endemic state with lytic infection. The growth rate of infected $r_2$ switches from $r_2^{max} = 0.4$ to zero, the virulence $m_2$ from $m_2^{min} = 0.2$ to $m_2^{max} = 0.3$ and the transmission rate $\lambda$ from $\lambda^{min} = 0.6$ to $\lambda^{max} = 0.9$, cp. text. Other parameter values: $r_1 = 1$, $a = b = 5$, $m_3 = 0.625$. Susceptibles are plotted with solid line, infected with dashed line and zooplankton with dots.

to the virulence, leading to an higher effective mortality of the infected, i.e., the parameter $m_2$ increases. Furthermore, the lytic cycle generates many more viruses, i.e., the transmission rate $\lambda$ increases as well. And, finally, the intraspecific competition of the dying infected phytoplankton cells vanishes whereas the interspecific competition of susceptibles and infected becomes non-symmetric, i.e., the dead and dying infected still influence the growth of the susceptibles and contribute to the carrying capacity but not vice versa.

As to be expected, the switch from lysogeny to lysis results in a much lower mean abundance of infected though endemicity is still stable. However, the system responds rather sensitively to parameter changes, especially to variations of virulence and transmission rate and the infected can easily go extinct. As in the preceding paper, multiplicative noise supports the survival of the endangered species, i.e., there is always some probability to survive in a noisy environment while the deterministic setting inevitably leads to extinction. This is not further illustrated here.

7.4 The spatiotemporal dynamics

Now, we consider the spatiotemporal dynamics of the plankton model (7.2), i.e., zooplankton, grazing on susceptible and virally infected phytoplankton, under the influence of environmental noise and diffusing in horizontally two-dimensional space.
7.4.1 Numerical methods, boundary and initial conditions

The diffusion terms have been integrated using the semi-implicit Peaceman-Rachford alternating direction scheme (Peaceman and Rachford Jr., 1955), cf. Thomas (1995). For the interactions and the Stratonovich integral of the noise terms, the explicit Euler-Maruyama scheme has been applied (Maruyama, 1955), cf. Kloeden and Platen (1999); Higham (2001). The time step of the numerical scheme is $\Delta t = 0.01$. The spatial grid is quadratic and has $99 \times 99$ grid points with spacing $\Delta x = \Delta y = 1$.

Periodic boundary conditions have been chosen for all simulations.

The initial conditions are as follows: The space is filled with the non-oscillating endemic state $(X^S_1, X^S_2, X^S_3) = (0.109, 0.224, 0.141)$, cf. Fig. 7.1. Furthermore, there are two localized patches in space. They can be seen in Fig. 7.2. The grey scale changes from high population densities in black colour to vanishing densities in white.

One patch is located in the upper middle of the model area with susceptibles $X_1 = 0.550$, four grid points ahead of zooplankton $X_3 = 0.450$ in each direction. The infected are at $X^S_2$. In the other patch at the right, the infected $X_2 = 0.333$ are ahead of zooplankton $X_3 = 0.036$ whereas the susceptibles are at $X^S_1$. These initial conditions are the same for deterministic and stochastic simulations.

The chosen system parameters generate oscillations in the center of the patches. The latter act as leading centers for target pattern waves that collide and break up to spirals. Increasing noise blurs this (naturally unrealistic) patterning, cf. also Malchow et al. (2004a,b).

7.4.2 Deterministic switching from lysogeny to lysis

At first, switching begins in the area with the highest initial density of infected, i.e., in the right-hand patch. The growth rate of infected $r_2$ vanishes whereas virulence and natural mortality of infected add up to a higher effective virulence $m_2$ and also the transmission rate $\lambda$ increases as described in sec. 7.3 It is assumed that these parameter changes propagate through space like a Fisher wave (1937). If an auxiliary quantity $r_3$ with Fisher dynamics is introduced,

\[
\frac{\partial r_3(\vec{r}, t)}{\partial t} = r_3(1 - r_3) + d\Delta r_3 ,
\]

then

\[
r_2(\vec{r}, t) = r_2^{\text{max}} (1 - r_3) ,
\]

\[
m_2(\vec{r}, t) = m_2^{\text{min}} + (m_2^{\text{max}} - m_2^{\text{min}})r_3 ,
\]

\[
\lambda(\vec{r}, t) = \lambda^{\text{min}} + (\lambda^{\text{max}} - \lambda^{\text{min}})r_3 .
\]
The initial conditions are $r_3 = 1$ in the right patch and zero elsewhere. For simplicity, the diffusivity $d$ is assumed to be the same as for the populations. Its value of $d = 0.05$ has been chosen from Okubo’s diffusion diagrams (1971) in order to model processes on a kilometer scale. The resulting spatial propagation of $r_2 = 0$ is drawn in white colour in Fig. 7.3.

The corresponding dynamics of susceptibles is plotted in Fig. 7.4. The presentation of susceptibles has been chosen because of richer contrast. The patterns of infected are complementary. The break-up of concentric waves to a rather complex structure with spirals is nicely seen. In the long run, pinning-like behaviour of pairs of spirals is found. This effect is well-known from excitation waves in cardiac muscles, cf. the classical publications by Davidenko et al. (1992) and Pertsov et al. (1993). Here, the biological meaning remains unclear. The almost fixed pair-forming and rapidly rotating spirals approach each other extremely slowly, collide and burst. A weak multiplicative noise accelerates this process what is shown in Fig. 7.5. Stronger noise, i.e., higher environmental variability suppresses the generation of pins. Finally, the homogeneously oscillating endemic state remains.

The system parameters have been chosen to guarantee the survival of all three populations under deterministic conditions. The sample run for Fig. 7.5 with 5% noise also yields this final endemic coexistence, however, it should be noted that there is only a certain survival probability for all three, the lowest,
of course, for the infected after the switch to cell lysis.

### 7.4.3 Stochastic switching

The deterministic once-for-ever switching mechanism is highly unrealistic. One has to account for the certain fraction of the viruses which locally begins with the lysogenic replication cycle and then switches. This will be realized by a new auxiliary quantity $r_3$ with local bistable kinetics and multiplicative noise, i.e.

$$
\frac{d}{dt} r_3(t) = (r_3 - r_3^{\min})(r_3 - r_3^{\text{crit}})(r_3^{\max} - r_3) + \omega_4 r_3 \cdot \xi(t, t).
$$  \hfill (7.4)

The noise forces system (7.4) to switch between its stable stationary states $r_3^{\min}$ and $r_3^{\max}$ (Nitzan et al., 1974; Ebeling and Schimansky-Geier, 1980; Malchow and Schimansky-Geier, 1985). It is assumed that the replication rate of the infected switches accordingly, i.e.

- If $r_3 > r_3^{\text{crit}}$ then $m_2 = m_2^{\min}$, $\lambda = \lambda^{\min}$, $r_2 = r_2^{\max}$ (lysogeny), \hfill (7.4a)
- If $r_3 \leq r_3^{\text{crit}}$ then $m_2 = m_2^{\max}$, $\lambda = \lambda^{\max}$, $r_2 = 0$ (lysis). \hfill (7.4b)

This as well as the temporal development of the spatial mean and the spatial-temporal pattern of $r_2$ are drawn in Figs. 7.6 and 7.7. Initially, the whole system is in the lysogenic state (7.4a).

At first, the simulation is run with noisy switches of $r_2$, $\lambda$ and $m_2$, but deterministic population dynamics. In this unrealistic setting, the pins can still be seen, cf. Fig. 7.8.

If also the population dynamics is subject to noise, the result becomes more realistic. The pins are suppressed and the plankton forms a rather complex noise-induced patchy structure, cf. Fig. 7.9.
Figure 7.6: Noisy bistable dynamics of $r_3$ and resulting local switches of $r_2$ for $r^{max}_3 = 2$, $r^{crit}_3 = 1.5$, $r^{min}_3 = 1$ and $\omega_4 = 0.1$. The spatial mean of $r_2$ decreases from the maximum as homogeneous initial condition to a value of approx. 0.15. The growth rate of infected $r_2$ switches from $r^{max}_2 = 0.4$ to zero, the virulence $m_2$ from 0.2 to 0.3 and the transmission rate $\lambda$ from 0.6 to 0.9, cp. text. Other parameter values: $r_1 = 1$, $a = b = 5$, $m_3 = 0.625$. 
7.) Virally infected plankton: II. Transition from lysogeny to lysis

Figure 7.7: Spatio-temporal pattern of $r_2$.

Figure 7.8: Deterministic dynamics of susceptibles with noisy switch. $\omega_1=\omega_2=\omega_3=0$, $\omega_4=0.1$. The almost stationary spiral pairs do still exist.

Figure 7.9: Noisy dynamics of susceptibles and noisy switch. $\omega_i = 0.1$, $i = 1, 2, 3, 4$. The “pins” cannot be found anymore.
7.5 Conclusions

A conceptual biomass-based stochastic reaction-diffusion model of phytoplankton-zooplankton prey-predator dynamics has been investigated for temporal, spatial and spatio-temporal dissipative pattern formation in a deterministic and noisy environment, respectively. It has been assumed that the phytoplankton is partly virally infected and the virus switches from a lysogenic to a lytic replication cycle.

The logistic growth rate of lysogenically infected has been about 40% of the growth rate of susceptible phytoplankton. The local dynamics has been used to tune the system parameters in a way that the infected survive after switching from lysogeny to lysis.

In the spatial model, the switch has first been assumed to be deterministic, beginning at a certain position and then propagating like a Fisher wave. The populations have shown a complex wavy structure with formation of almost pinned pairs of spirals. The biological meaning of this pattern is unclear. The pair formation has disappeared for increasing noise.

Deterministic switching is an unrealistic once-for-ever mechanism. Therefore, a stochastic method has been developed and applied. Noisy switches and population dynamics generate a complex patchy spatio-temporal structure that is typical for natural plankton populations. The presented sample runs have led to a final endemic state with coexistence of susceptibles, infected and zooplankton like in the deterministic case. However, one should be aware that there are only certain (less than unity) survival probabilities for all three populations. There are good chances that the three-component systems switches to one of its subsystems. Noise has had not only an impact on the spatiotemporal coexistence of populations but it has been necessary to blur distinct artificial population structures like target patterns or spirals and to generate more realistic fuzzy patterns.
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