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The whole training pipeline for a FNN:

� Get the data from a good friend, a benchmarkcollection, your real-life
problem,. . .

Yields a set
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unknown functionwhich is to belearnedfrom thedata.

� Data preprocessing: Dataareto bepresentedappropriately.

Idea:make theproblemaseasyaspossible,involve all known invariances,
all availableprior knowledge

Often:problemdependent,takesa lot of time,crucialfor success
" bestto askanexpertin therespectiveapplicationarea

� Ar chitecture selection:Chooseanappropriateneuralarchitecture.

Idea: shouldhave the right numberof free parameters,not too small ( 	
shouldberepresentable)andnot too large(thenoise � � shouldnot belear-
ned).

Often: takemultilayerarchitecturewith 1-2hiddenlayers,around5/10hid-
denneuronsper layer; simply try, which architectureis best(we’ll get the
method:crossvalidation)

Question:Approximationcapabilityof FNNsandboundson therecources

� Network training: backpropagationandfurthertricks (we’ll getsome)

Idea:make thetrainingerrorsmall,possiblyadditionalgoals

Question:Efficiency of training,guaranteesfor convergence

� Inter pretation of training: whataretheoutputsfor yourtrainingproblem,
is theunderlyingfunction 	 learned?

Idea: the network shouldperformasgoodaspossibleon unknown input
data,it shouldnow represent	 accurately

Question:Guranateeof thegeneralizationability?



Preprocessing:

� encodesymbolicattributesunary/inanorderedfashion

� scalerealvaluedinputssuchthattheir rangecorrespondsto their importan-
ce

� completemissingattributese.g.with default values

� havea look at theoutputs,too!

� for time-series-prediction:

– choosea time window

– chooseadditionalglobalattributes

– makesurethatyour time seriesis stationary, e.g.building differences

� imageclassification:

line extraction,smoothing,wavelet,Fourier transform,filters, segmentati-
on,scaling,. . .

Always look at the data before training!


